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Abstract
Since the early 1990s, content–based visual information

retrieval has been an important research topic in computer
vision. A large number of systems have been developed as
research prototypes, as well as commercial and open source
systems. However, still no general breakthrough in perfor-
mance has emerged and important real–world applications
stay rare. The large amount of available multimedia infor-
mation creates a need to develop new tools to explore and
retrieve within mixed media databases. The replacement of
analog films by digital cameras and the increasing digitisa-
tion in fields such as medicine will still increase this need.

One of the reasons for the impossibility to show an in-
crease in performance is the fact that there is no standard
for evaluating the performance of content-based retrieval
systems. In the last years a rising number of proposals
have been made on how to evaluate or not evaluate the per-
formance of visual information retrieval systems which un-
derlines the importance of the issue. Several benchmark-
ing events such as the Benchathlon, TRECVID and Image-
CLEF have been started, with varying success. This article
describes work carried out by the University of Geneva on
benchmarking visual information retrieval systems. A spe-
cial emphasis will be on the Benchathlon and ImageCLEF
evaluation events, their methodologies and outcomes.

1 Introduction

Ideas for content–based retrieval (CBR) in image or mul-
timedia databases (DB) date back to the the early 1980s. Se-
rious applications started in the early 1990s and the most
well–known systems are maybe IBM’s QBIC [5] and MIT’s
Photobook [20]. Content–based image retrieval (CBIR) be-
came an extremely active research area with hundreds of sys-
tems and several hundred publications. A good overview
article is [23]. Although active in research, only very lit-
tle effort was put into comparing and evaluating the perfor-
mance of systems. Small, copyrighted DBs were used that
made comparisons betwen systems almost impossible and
the shown graphs and measures problematic. The related
field of text retrieval (TR) already did systematic evaluation
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and creation of datasets since the early 1960s with the Cran-
field studies [1] and SMART [22].

The MIRA (Evaluation frameworks for interactive and
multimedia information retrieval (IR) applications) project
first focused on visual IR evaluation starting from 1996 [25].
A first article on benchmarking CBIR algorithms was pub-
lished in 1997 [19]. New measures for evaluation were cre-
ated but no example evaluation nor a DB was shown. In [24],
the TR community and the TREC conference were first men-
tioned as a role model for visual retrieval evaluation. Leung
and Ip [13] mention some minimum requirements with re-
spect to the number of images and methodology used, but
still no common DB or ground truth was used. In [12], the
evaluation was reduced to one single performance measure
which might be convenient for comparisons but will not be
a good indicator to compare systems based on various as-
pects. Huijsmans [9] describes very interesting graphs that
include measures such as the collection size and size of the
ground truth into precision vs. recall graphs to eliminate the
retrieval of relevant documents simply by chance. This is
very good, but the comparison of retrieval results across DBs
is still problematic. The Benchathlon network for evaluation
is described in [7]. This includes concrete measures of per-
formance effectiveness, justification for them and a literature
review. Müller et al. [16] describes a more general frame-
work for evaluation and includes a literature review as well
as an example evaluation with an openly accessible DB. A
more recent review is [10].

Many researchers have been critical of current bench-
marking initiatives [6]. Part of the criticism is that current
retrieval systems do not perform well enough to realistically
benchmark them and that they are too separate from real user
needs for results to be meaningful to end-user applications.
This is not without reason. The current low level features
correspond only sometimes to concepts that users are look-
ing for. It is important, therefore, to evaluate systems based
on real user needs, i.e. on what a real user is looking for.
Only systematic evaluation can show system improvements.
Not evaluating at all does not advance any system. The basic
technologies for CBIR are available but now is the time to
find out which technology works for what kind of queries.



2 Benchmarking components

An complete benchmark will include several components.
The most important of these is the creation and availability of
standard or common DBs, of typical search tasks, and ground
truths for these tasks against which to compare and evaluate
new systems. Following this, one can discuss and compare
system performance at an organised evaluation campaign.

2.1. Data sets

Currently, the de–facto standard for image retrieval are
still the Corel Photo CDs. However, there are problems with
these including: they are fairly expensive, copyrighted and
not available as a public resource, and they are now unavail-
able on the market-place. A request from our University to
Corel for using lower–resolution images for benchmarking
was not answered. A DB that is available free of charge and
copyright and is used for evaluation is that of the Uni. of
Washington. It contains around 1000 images that are clus-
tered by regions. Other DBs are available for computer vi-
sion research but only rarely for image retrieval. The Ben-
chathlon also created a test DB, but currently without search
tasks and ground truths. In specialised domains such as med-
ical imaging, there are DBs available. The National Institute
for Health (NIH) publishes free of charge all the DBs gath-
ered. A medical DB used for retrieval is that of casimage1

[18]. In TR, the need for DBs was, again, identified very
early on and test sets have been for years at the very core
of evaluation [26]. For images, there is an effort to create
annotated DBs [11] that can further on be used for system
evaluation.

2.2. Query tasks and topics

The first question when evaluating a system should ac-
tually be “What do we want to evaluate?”. The goal for
evaluation should be based on real user needs and not a com-
puter vision expert’s interest. Some studies have been per-
formed on how real users query image DBs [14, 4] but too
few and they are currently all based on users searching with
text. Normally, there should be a selection of query tasks
based on real–world user queries and then, images or textual
formulations should be taken to select evaluation topics that
can be used to compare systems. This will deliver results that
correspond to what a user would expect from a system, and
systems can consequently be optimised for these goals.

2.3. Ground truth

Of course, users can for simplicity be simulated to asses
the system performance [27]. Like this, the system devel-
oper can define noise levels and as a consequence the system

1http://www.casimage.com/

performance. Real ground truth or a gold standard will need
to include real users that assess the system performance for
each query task and topic. This is expensive and involves
much work. It has successfully been done in the major eval-
uation campaigns and much literature is available on statis-
tical significance testing and problems when using pooling
schemes to reduce the number of documents that the rele-
vance assessors will have to watch [28].

2.4. Evaluation measures

A good review of performance measures used for image
retrieval can be found in [17]. Although good descriptors
that are easy to interpret are important for retrieval system
evaluation, this is not the main problem at the moment. The
measures can only be as good as the DB and ground truth
available which is the current problem. Simple measures
based on precision and recall, and especially precision vs.
recall graphs seem to be the accepted standard for CBIR.

2.5. Benchmarking events

TR used to have several standard DBs that were used for
evaluation since the 1960s [1]. Still, the single big event that
showed a significant increase in performance was TREC2

(Text REtrieval Conference) starting from 1992 [8]. TREC
is a “friendly” benchmarking event for which large data sets
and sets of seach tasks are generated, and systems compared
based on this new data each year. Several subtasks have be-
come independent conferences in the meantime as they grew
bigger and more important (e.g. CLEF, TRECVID). Unfor-
tunately a request to include CBIR into TREC was denied
with the explication that there were no DBs available that
could be distributed and were judged large enough.

Image retrieval does need a benchmarking event such as
TREC to meet and discuss technologies based on a variety
of DBs and specialised tasks (medical image retrieval, trade-
mark retrieval, consumer pictures, ...)! This will allow hav-
ing standard datasets, to identify good and less good tech-
niques as well as performant interaction schemes. System
improvements can be shown over time with such an event.

3. Events for visual information retrieval
3.1. TRECVID

TRECVID was introduced as a TREC task in 2001
with subtasks in shot–boundary detection and search tasks,
mainly based on a textual description. Data sets in 2003 con-
tain more than 130 hours of video in total. Video is different
from images in that the speech and captions can be translated
into text and thus, more that low–level visual descriptors can
be used for semantic queries. The number of participants for
TRECVID has grown steadily from 12 in 2001 to 24 in 2003.

2http://trec.nist.gov/



The number of subtasks has also grown and includes now
story segmentation and classification as well as higher level
feature extraction. This can be the recognition of a group of
people etc. TRECVID is a success and has created a meeting
point where technologies and their influences on retrieval can
be discussed and compared based on the same datasets. Test
collections have been created and can be used to optimise the
system performance for future tasks.

3.2. The Benchathlon

The Benchathlon3 was created in the context of the SPIE
Photonics West conference, one of the important confer-
ences for CBIR. The goal was to create a workshop where
benchmarking and evaluation could be discussed among re-
searchers and industry and where a benchmarking event for
image retrieval was to be started. An evaluation method-
ology was developed [7] stating performance measures and
their justification. An interactive evaluation methodol-
ogy based on the Multimedia Retrieval Markup Language
(MRML4) was presented [15] to allow interactive evaluation
of systems. This was supposed to take into account the im-
portance of relevance feedback (RF) for the evaluation of
image retrieval systems. Based on real user ground truth,
the behaviour on marking positive/negative feedback can be
automised and used for evaluations.

2001 saw the first Benchathlon with basically a presen-
tation of the outline document [7] and discussions among
participants. In 2002 a first workshop with five presenta-
tions was held and this number raised to 8 in 2003. Unfortu-
nately, the goal to really compare the systems’ performance
was not reached. Efforts included the generation of a DB
containing a few thousand private pictures and a partly an-
notation of these [21]. Ground truth has not yet been gen-
erated for query topics to evaluate system performance. The
proposed architecture for automatic evaluation was not ac-
cepted by many research groups either, although efforts were
taken write tools for participants and help them to install an
MRML–based system access.

3.3. ImageCLEF

The Cross Language Evaluation Forum (CLEF5) started
as a subtask of TREC to allow IR over languages where for
example the queries are in a different language than the docu-
ments. CLEF began in 2000 taking two days and listing over
25 papers in the proceedings. In 2003, one of the subtasks
included was ImageCLEF6, for the evaluation of cross lan-
guage image retrieval systems [2]. ImageCLEF started with
4 participants using a DB of approximately 30,000 historic

3http://www.benchathlon.net/
4http://www.mrml.net
5http://www.clef-campaign.org/
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photographs from St. Andrews University Images have En-
glish annotations and typical search requests were created in
a variety of languages. The queries include one query image
plus a textual description of the query.

Figure 1. Examples St. Andrews collection.

Figure 1 shows images of the DB. The fact that most im-
ages are in grey or brown scales also explains why, in 2003,
there was no use of visual retrieval algorithms in the com-
petition. The kind of query topics are very hard to answer
visually as they are not based on the visual content but the se-
mantics of the image. For this reason, in 2004, a more visual
retrieval task will be added to ImageCLEF in the domain of
medical images and an interactive task has also been added
[3] to include some more user–centred evaluation. Figure 2
shows some example images from this DB that contains a to-
tal of almost 9000 medical images [18] of a medical teaching
file including annotations in French and English.

Figure 2. Examples medical collection.

Query topics (26 in total) were chosen by a radiologist
to represent the entire DB. Ground truthing is performed by
radiologists. The search task is expressed as an image only,
but within the DB, images are accompanied by texts describ-
ing medical conditions in French or English. This makes
the task cross-language, but also gives particular potential to
visual IR. Automatically extracted visual information is in-
herently insensitive to language and can thus be an important
aid to cross–language IR. On the other hand, the combination
of textual and visual cues can also deliver important results
for the visual IR community as it adds semantics which are
not easily derived from the image itself. With this, both the
cross language and image retrieval communities can profit
from the other to improve system performance for certain
search tasks and obtain new insight into this particular type
of IR. The 2004 competition has 10 participants for a set of
search tasks based on the St. Andrews data, and 10 for tasks
based on the medical data. This improvement from 4 in 2003
to 20 in 2004 shows the perceived importance of image re-
trieval within the context of cross–language IR. Entries vary
widely from those using purely textual methods to those us-
ing purely visual ones. A large number of entries have also
experimented with combining text and visual methods to in-
crease performance. Further techniques such as automatic



query expansion and manual RF have been submitted by par-
ticipants, as well as the use of various translation resources.

4. Conclusions
The CBIR community needs a common effort to create

and make available datasets/query topics and ground truth to
be able to compare the performance of various techniques.
A benchmarking event is needed more than ever to give a
discussion forum for researchers to compare techniques and
identify promising approaches. Especially the use of multi–
modal DBs and of cross–language IR on the evaluation of
image retrieval algorithms is important as many real–world
collections such as the Internet have exactly these character-
istics. Strong participation in events such as TRECVID and
ImageCLEF shows that there is a need to share data and re-
sults to advance visual IR.
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