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ABSTRACT

A well-known problemin timing verificationof VLSI circuitsusing
statictiming analysistoolsis the generatiorof falsetiming paths.
This leadsto a pessimisticestimationof the processospeedand
wastedengineeringeffort spentoptimizing unsensitizablgaths.
Earlier resultshave shavn how ATPG techniquescanbe usedto

identify falsepathsefficiently [6],[9], aswell ashow to bridgethe
gapbetweerthe physicaldesignon which the statictiming analy-
sisis basedandthetestview on which ATPGtechniques applied
to identify falsepaths[9]. In this paper we will demonstratef-

ficient techniquego identify more falsetiming pathsby utilizing

informationfrom an orderedlist of timing pathsaccordingto the
delayinformation. More than10% of additionalfalsetiming paths
out of the total timing pathsanalyzedare identified comparedo

earlierresultson the MPC7455,a Motorolaprocessoexecutingto

thePoverPCM 1 instructionsetarchitecture.
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1. MOTIVATION

Statictiming verificationis acrucialstepin thedesignmethodol-
ogy of high performance/LSI circuits. It handleshe exponential
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numberof pathsin thecircuit usingefficient linear structuralalgo-
rithm which ignoresthe circuit functionality It is generallyused
iteratively to allow thetiming issueswith a certainnumberof paths
to befixedbeforeit is runagain.Thecostof optimizationanditera-
tion is expensve andoptimizingunsensitizablpathsdoesnot help
to improve the performance.Thuseffective techniquedor identi-
fying falsepathsandshorteningthe cycle of the iterative process
areneeded.

There have beendifferentapproachest solving the false path
identificationfEPI) problem.ChenandDu usedsatisfiability(SA)-
basedalgorithmsto checkif the sensitizabilityfunctions can be
satisfied[5]. Changand Abrahamproposeda path sensitization
method[4].Oncefalsepathsectionshave beenidentified,thereare
algorithmsidentifying themfrom the timing graph[2] [3]. Binary
DecisionDiagram(BDD)-basethodelcheckingandboundedSAT
techniquesvere usedat resolvingfalsepathsin synthesizedogic
blocksin [7]. In [1], ATPG techniquesare usedto remove false
pathsduring timing analysiswhile expensve circuit modification
techniqueis performedto resolhe re-covergentfanout. In [8], a
path delay fault identificationprototypetool is usedto determine
circuit stabilizationtime. We make useof commerciaATPGtools
atourdesigncenter Thetoolscanhandlevery largedesignmodels
ontheorderof hundrednillion transistors.

Earlierresultsin [6] [9] demonstrat¢he effectivenessof ATPG
techniquesSincethey arenotBDD-basedtheproblemswith BDD
blow-upswhile analyzingtiming pathsfor a full chip arenot en-
countered.

Section2 describesur terms,assumptiongnd our previously
developedFPI technique.We thenpresentour new FPItechnique
which utilizesinformationfrom timing report. We presenbur ex-
perimentakesultsin Section4, andour conclusionsn Section5.

2. INTRODUCTION

2.1 Termsand Definitions

A critical timing path (P) is characterizedy a setof n nodes
X1,%2, ..., Xn @andaset,T = {t, to, ..., tn}, Of signaltransitionssuch
thatt; € T representshe signaltransitionon ;. We call nodesx;,
X2, ...,Xn ON-nodesfor pathP. If acircuitnodeconnectdo thesame
circuit elementasx;, but is noton pathP, it is calleda side-node
of pathP. Eachtransitiont; is characterizedy a pair of booleans
< bj, a > whereb; andg; aretheinitial (or before)andfinal (or
after) booleanvaluesat nodex;, respectiely. Notethatb; anda
arealwayscomplementaryo eachother We call the set{b, by,
..., bn} thebefore setandthe set{ay, ay, ..., a} theafter setand
testfor their satisfiability

Timing pathsstartfrom primary inputsor outputsof sequential



elements,often called the launch points, and end with primary
outputsor inputsto sequentiaklementswhich arecalledthe cap-
tur e points. Timing pathswith outputsof sequentiablementsas
their launchpointsandinputsof sequentiaklementsastheir cap-
turepointsarecalledlatch to latch timing paths.

A pathis sensitizableif a two-patterntest(vy, vo) activatesa
transitionat its launch point and propagatego its capturepoint.
We call thetime frameduringwhich v, is appliedthe curr enttime
frame, while that during which v; is appliedthe previous time
frame.

Timing pathsaregenerallylistedin the timing reportsbasedon
theirtiming slacks.Timing slackis definedastherequiredarrival
time minusthe actualarrival time at a capturepoint of a timing
path. Statictime analysiscanbe configuredto run sothatonly the
single worst casetiming pathis generatedor eachcapturepoint
in the circuit. We call thesepathsmain paths. Main pathscanbe
orderedbasedon their timing slacksat the capturepointswith the
pathwith the worst slack shawving up first in the report. Besides
themainpathfor aparticularcapturepoint, pathsconverging to the
samecapturepoint, with differencesn timing slacksfrom that of
the main pathwithin a given threshold,canbe generated.These
pathsarecalledsubpaths Subpathsndtheir correspondingnain
pathform agroupof corverging paths.

Forthescopeof this paperwe restrictour analysiso identifying
falsetiming pathswhich violate logic constraintswithin the com-
binationalblocksin a design. We will be usingthe termstiming
paths andpaths interchangeably

2.2 PreviousWork: FPI usingLogic Info

Previously developedFPI techniquegook into consideratiorof
thefollowing logic conditions.

1. e; = Trueiff x; = g, for all i canbejustified simultaneously
whenevaluatedn thecurrenttime frame.

2. ey = True iff respectre non-controllingvaluescan be as-
signedsimultaneouslyat all side-nodesn the currenttime
frame.

3. & = Trueiff x; = by for all i canbejustified simultaneously
in theprevioustime frame.

The subscriptof e, &, ande, indicatethe evaluationof differ-
entcriteria. e; describeghe evaluationof after valuecriteria. e
describegshe evaluationof non-controllingvalue criteriawhile e,
describegheevaluationof beforevaluecriteria.

Thefollowing algorithm,which we will referto asalgorithmA,
waspresentedn [6], [9].

GivenapathP with e;, &, andey
if eq = false, then
P is afalsepath(fa)
else
if en =truethen
P is anactive critical path
elseif
e, = falsewheree, = false
thenP is afalsepath(fy)
elseP is anactive critical path

The labelsin parenthesisepresenthe group of pathswhich are
identifiedfalseat a particularstepin the algorithm. This notation
will beusedto describeotheralgorithmslateron. We alsocall the
false pathsidentifiedin algorithmA logically false paths sinceonly
logic informationis utilized for falsepathidentification. If a path
is notidentifiedaslogically false,we call it alogically active path.

Path P ncvl->cvl

nl

nevi->cvi

Snl

Path P/S;, capture point

Path P/S,, Path PIS,;

Figure 1: General Multiple RaceCondition

3. SLOW PATH CONDITION: FPI USING
LOGIC AND DELAY INFORMA TION

Due to recorvergentfanoutsin the circuits, raceconditionsbe-
tweentiming pathsexist. In arace condition, morethanonein-
putsof agateonthepathunderconsideration(PUCyansitionfrom
NCV(non-controllingvalue)to CV(controllingvalue).Heree, and
e, aresatisfiedfor the inputs/outpubf the gate,but e, is violated.
Thetransitionatthe outputof thegateis associateavith thatof the
inputwith earliertiming thanothers.Unlessthearrival timesof the
transitionsassociateavith the side-node®f a gateareslower than
thatassociateavith theon-node pathPUCis not sensitized.

Any inputof thegatein araceconditionwhichis a side-nodeof
thePUCIs calledS, . All theS, for the PUCform asetSN. The
pathwhich forms raceconditionwith PUC at S, is calledP/S,.
All the S, correspondingo P/S,, with longerdelaythanthe PUC
form asetSSN SSN is asubsebf SN.

Oneway to decidewhethera PUC with raceconditionsis sen-
sitized, is to keeptrack of the transitionarrival time at eachof its
on-nodeand S, node. This canbe an expensve approach.lt is
moreefficientto utilize thedelayinformationof corverging timing
pathsfrom thetiming report. Sofor atiming pathP, whichmayor
maynot bea mainpath,we have thefollowing.

Theorem|. A timing pathP with racecondition,is falseif there
is notalogically active P/S,; of longerdelaythanP atary ;.

Proof: In Figurel,an“x” indicatesa S, node.

Takefor example two side-node&, 1, S andthecorresponding
on-noden; in aracecondition. If eitherof thetwo sidepathsP/Sh1,
P/Sh correspondindo S1, Si2 hasbeenidentified aslogically
false,thenit would not help to sensitizethe transitionof path P.
If eitherof thetwo sidepathsP/S,1, P/Sy» correspondingo Sy,
Sho, is of shorterdelaythanpathP, it wouldkill the propagatiorof
thetransitionon noden;.

The sameconditionneedsto betruefor all S,js simultaneously,
otherwiseP is afalsepath [

We call the FPI conditionin Theoreml the Sow Path Condition.

Thecomparisorof timing slacksof pathsdepend®n how accu-
rately delaysareestimated A thresholdis neededo estimatehow
closethe slacksof two timing pathscanbe andstill be differenti-
ated. In a racecondition,if onetiming pathhasa slightly better
slackthananotherone, it canactivatethe otherone,if it endsup
with worsetiming in real silicon. We take this into consideration
in our experiments. The false pathsidentified basedon the slow
path conditionare not logically falsepaths. Whetherthey canbe
sensitizedependingn the delaysof otherlogically active paths.

To checkTheoreml, we canidentify the exactlocationsof race
conditionswheree;, e, aresatisfiedput e, is violated. We canthen
checkif therearelogically active pathsof longerdelaysassociated



with thesenodes. This canbe expensve. Instead we identify the
upperboundof thelocationsof raceconditionswhile allowing the
PUCsensitizatiorusingefficient structuralanalysisasfollows.

Corollary 1. A timing pathP with raceconditionsis falseif race
conditionshappenat nodeswhich are not intersectionsbetween
pathP andevery oneof its converging pathswith longerdelays.

The corverging pathsof P with longerdelayscanbe identified
from thedelayinformationin thetiming report. Theirintersections
with pathP canbeidentifiedby comparingpathnodes.Corollary|
avoids explicitly statingexactly wherethe raceconditionsare,but
providesanupperlimit for themfor pathP to besensitized.

We canmake theupperboundof raceconditionlocationstighter
andfurtheridentify falsepaths.If aconverging pathP' with longer
delayis logically false thenits associatedhtersectiorwith pathP
cannotbe a locationfor racecondition. A pathP with racecondi-
tionsis falseif noneof its converging pathswith longerdelaysis
logically active. Thuswe have Corollaryll.

Corollary Il . A timing pathP with racecondition(s)is falseif
noneof its cornverging pathswith longerdelaysis logically active.

We call theFPI conditiondefinedby Corollaryl andll arevised
dlow path condition sinceit doesnot attemptto identify the exact
locationsof raceconditions,only the upperbound. The identified
upperboundis calledPRN.

Note if a pathP violatese,, it could, 1). violate ey; 2). violate
&, Whereeg, is violated; 3). have a racecondition. For the first
two items, P is falseby definition. In general,if es ande, canbe
checled to eliminatethe third possibilty thenP is falsewhatever
the exact causeof its beingfalse. This allows earlier and more
efficientidentificationof falsepaths.

A mainpathwith araceconditionviolatesCorollary|.

Corollary 11l . A mainpathP with araceconditionis false.

3.1 ImprovedFPI Algorithm

Let s = True iff the setPRN is non-empty es describeshe
evaluationof therevisedslow pathcondition. Givena pathP with
€a, 6s, &, ande,, Figure2 shawvs our improved algorithmB. The
mainadwantage®over algorithmA arethefollowing.

e Additional falsepaths(s and f,) areidentified.

e Thecheckingof thesatisfiabilityof e, ande, simultaneously
malkessurethata specifictransitioncanbe sensitized.

e The locationswhere g, is checled are identified more ef-
ficiently usingthe corollarieswhich do not take additional
ATPG run time, comparedo being checled exactly where
e is violatedin algorithmA.

e Thecheckingof e, afteres is doneatanodegZ PRNwhichis
identifiedefficiently usingthecorollarieswhile e, is checled
everywherein algorithmA.

e Pathswhich fail &, canbeidentifiedfalseasearly asduring
thecheckingof es.

3.2 A Mor e Efficient FPI Algorithm

The checkingof e,, e, andes in algorithmB canbedoneeither
in parallelor in serialwhereonly the pathsnot identifiedfalseby
e, heedto bechecledfurther Eitherway it requiresduplicationof

if e, = false, then P is falsk)

else
if e, ande, are true, then P stays active

else
if e = false, then P is falsky)

elsif g, = false at nodes § PRN

then P is falséf)
elsif g = false at nodex € PRN

then P is falsép)

else P stays active

Figure 2: Algorithm B

if e, ande, are true, then P stays active
else
if e, = false, then P is falsk)

elsif g, = falseat node x § PRN
then P is falséf)

elsif e, = false then P is falség)

elsif g, = false at nodex ¢ PRN
then P is falseff )

else P stays active

Figure 3: Algorithm C

resourcesr a lot of run time of an ATPG tool. To minimize the
amountof logical checkingwe obsenre thefollowing.
Observation: thesetof timing pathswhichfail thesimultaneous
satishctionof e; ande, is the upperboundof all the falsetiming
pathswe identifiedin algorithmB.
With e, es, ey andey, we proposealgorithmC(Figure3) for path
P with thefollowing mainefficiency over algorithmB.

e Theupperboundof all thefalsepathsis identifiedby e; and
en. This reduceghe amountof pathsthat needbe checled
by furtherlogic conditionsespeciallye;. As in algorithmB,
theupperboundis furtherreducedoy checkinges.

Notein algorithmB, we checkes on the timing pathswhich fail
e, andey, togetheybut note, by itself. Now we performthecheck
onALL thetiming pathswhich fail e; ande,. Thistradeof is min-
imal for structuralanalysis.Also, pathswhich fail e; by itself and
&, canbeidentifiedasearlyasduringthe checkingof es.

4. Experimentation Results

A circuit madeof boxesandRC networks hasbeenanalyzed.The
timing behaiors of theboxesareprecharacterizedndemumerous
ervironmental parameteraising transistoflevel simulation. The
RC netsareprecharacterizetbr the estimationof interconnetim-
ing behaior using extractiontool. Timing analysisis then per
formedon the whole chip. The outputof the timing analysiscon-
sistsof a setof critical paths.

OurFPlenginetranslatesiming pathsinto delaypathsfor ATPG
tools[9]. It checksthe satisfiabilityof differentcriteriafor the path
by settingthe correspondingaluesat the nodesalongthe pathsi-
multaneouslusingthe ATPGtool commandsBasedon the status
returnedafter running ATPG tool with commandiles, we useour



latch to

Algorithms FPI
latch improy
timing | A B C of B,C

paths | fa| fa| fs |fn | fo| fs| fa|fn | fb |over A

61 6|69 |5|0(123|5 |0 |33
332 | 26| 26| 36| 6 | 0| 54/ 8|6 |0 | 26
566 | 54| 54| 56| 6 | 0 | 9515 2.1

(2]

Figure 4: FalsePath Identified using Differ ent Algorithms

FPI engineagainto identify a list of falsepaths. Additional com-
mandfilesarefedto the ATPGtool andthelog filesfrom the ATPG
tool areanalyzedor furtherlogic checking.

# of Transistors| # of 10 pins | # of latches |
33 million 281 90k |

Table 1: Statisticsfor MPC7455

We ran our experimentson MPC7455microprocessorAll runs
were performedon a 400MHz Ultra60 running Solaris 5.6 with
1GB memory Threesetsof mostcritical timing pathsweregener
atedusingthetiming analyzer We simplified the issueby analyz-
ing only mostcritical latchto latchtiming paths,but it is straight-
forward to extendthe analysisto otherkinds of paths. The cycle
time targetis 950ps. The thresholdfor generatingsubpathswvas
3ps. The thresholdfor differentiatingbetweenthe timing slacks
of two timing pathswas setto be 0.01ps. Any two timing paths
with timing slacksof lessthan0.01psdifferenceareconsideredo
be of comparablelelay Falsepathsidentifiedin differentgroups
following the corventiondescribecdearlierareshavn in Figure4.

Ouradditionalcheckingof fs and f, waseffective in identifying
falsepaths. This highlightsthe needof taking into consideration
delay-basednformationof the pathsbesidedogic valuejustifica-
tion whenperformingFPI. Thelastcolumnin Figure4 shavs the
numberof false pathsidentified using algorithmsB and C, both
utilizing fs and f, over algorithmA. At leasttwice asmary false
pathsareidentifiedusing fs and f,, or atleastl0%additionalfalse
timing pathsout of thetotal timing pathsanalyzedn all threedata
groups.Noteonly f5 is identifiedin algorithmA sinceidentifying
fp without structuralanalysisinformationis expensve.

We canseethatthe numberof falsepathsidentifiedusingalgo-
rithm C changedrom thoseidentifiedusingalgorithmB. es identi-
fiesfalsepathsundercateyory e, in algorithmB efficiently during
the structuralanalysis.This resultsin the numberunderthe f5 us-
ing algorithmC beingmuchlessthanthatusingalgorithmB. The
numberof timing pathsneedingto be checled using f5 is alsore-
duced.In generalalgorithmC performsmuchlesslogic checking
thanalgorithm B, thusalgorithm C takes muchlesstime thanal-
gorithm B sincethe run time of the algorithmsmainly comefrom
running ATPG tool for logical checking. The run time for the 3
setsof timing pathsis listedin Table2. The ATPG abortlimit is
setto 100. We canseealgorithm C takes comparableamountof
time to algorithmA, whichis about50% of whatit takesfor algo-
rithm B. With a setabortlimit, in the worst case,the overall run
time scaleslinearly with the total numberof paths. If the logic
checkingfor mosttiming pathstakesmuchlesstime thantheabort
limit, theratio of overall run time for two setsof timing pathscan
be smallerthantheratio of timing pathnumber From Table2, we
seebetweerthefirst two datagroups theratio of timing pathnum-

beris 5.4(332/61)while theratio of runtime is 2.3. The sameis
truefor comparisorbetweerall thedatagroups.Theloadingof the
gate-leel modeltakesaroundl houris notincludedin theruntime
sinceit is anone-timecostandis the samefor all algorithms.

latchto latchtiming paths | A(mins) | B(mins) | C(mins)
61 30 63 33
332 68 141 73
566 94 195 101

Table 2: Comparison of Algorithms

5. Conclusions

New techniguesare demonstratedo perform FPI utilizing addi-
tional delay-basedhformationof thetiming paths.We areableto
identify at least20% of the total timing pathswithin the different
datagroupsasfalse. The new techniqueganefficiently identify at
least10% morefalsepathsout of all thetiming pathscomparedo
the earlierresults. We experimentedwith a singlethresholdvalue
for differentiatingbetweenslacksof timing pathsfor this paper
More thresholdvalueswill be experimentedwith for future experi-
ments.Theirimpactsonthenumberof falsetiming pathsidentified
andrun time will be explored. So far we have worked on identi-
fying falsepathsusingscantestvectors. Futurework will include
identifying functionallyfalsepathstakinginto consideratiorof the
sequential/functionddehaior of thecircuits.
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