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Abstract— A Background Information Fusion (BIF) algorithm and
its application in video target tracking is proposed in the paper. The
BIF algorithm is based on the fact that there are redundant
information between different frames. Unlike most of available
tracking algorithms based on target features, which focus on the
problems of what features the target have, and how does these
features change when they moving in a specific scene, The BIF
based Target Tracking focus more on the background in which the
target existed than available algorithms. We proposad BIF based
two step target extraction and tracking algorithm in this paper. At
firg step, BIF algorithm focus on recovering an intact background
from a frame sequences, at the second step it extract target by
background differencing algorithm These two steps algorithims can
diminate the mogt of the difficulties and challenges in moving target
extraction from time-varied background. Our experiments proved
that BIF based tracking algorithmis sable, feasble, and effective

K eywor ds Background Information Fusion (BIF), BIF Assumption,
Hit, NoHit, NoHitCount, NoHitFrameCount, DitherThreshold

1 Introduction

What isBIF?

BIF refer to Background Information Fusion, which is an
innovetive ideain video target tracking.

Why BIF needed?
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We know that mankind vison differed from machine vison
in many aspects, the most important difference in moving
target tracking is how to extract object from video scene
Mankind use previous knowledge about the scene and target
include:
The background knowledge- color module, 3D shape
module, shadow knowledge, lighting module, color
digtribution, grain distribution, etc.
The target knowledge— the target 3D shape, color
module, grain didribution of target and the variance of
target’ sfeatures
The common knowledge— mankind visual experiences
learned from long period time of life experiences, the
skills and abilities to notice, see, tracking, underganding,
and perception to arbitrary scene and target.

Compared with mankind vison, machine vison have
many limitations— machine can not understand what is
foreground and what is background, what is target and what
isnat. It can hardly undergand target’s variance in 3D shape,
color, grain, position and deformation. Machine does not
have enough memory and ills learned from its past visud
experiences, which is very important for mankind to
understand a scene and tracking of thetarget.

Recent gudies in video target tracking try to solve the
chalenges of tracking by techniques described as below
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Background the
smplest dgorithm in extracting terget from scend[1],

differencing agorithm—

but it has a assumption which is dso a fad
limitation of thedgorithm— the scene should have
a dable or fixed background (in color, lightness,
grain digribution, etc.), and the observer (camera)
should not move in position. This assumption can not
be satidfied in many practicd video  survellance
application, because the scene background istime
varied or arbitrary.
Feature based tracking agorithm— feature based
tracking agorithm has an assumption that the moving
targets have some fixed festures by which we can
digina them from the scene background. The features
include characteridtic color, grain distribution, feature
point, festure line, corner point, flex point [2,8], &tc. In
fact, these features only keep dable in a limited
conditions, if thetarget varied in color, positon,2D shape,
etc. caused by moving, the target features may difficulty
to be detected and the peformance of agorithm
decrease significantly.
Optical flow techniques [3], Tempord disturbances
techniques [10], Integration of Tempord Veriations
techniques [4, 5], Tempord Coherence3], Dynamic
Template [6],Pergpective Transform based techniqueq 7],
Active Contours based techniques[9],etc.  Optical flow
techniques have alarge computation cost and is difficult
to be redized in hadware wheeas Tempora
disturbances and Temporal related techniques assume
that the motion of an object from frame to frame does
not grestly exceed the it's dimengon, thisis not aways
hold invehicletracking gpplication .

Now, let's come back to the question, why BIF needed?
We hold an idea tha background information is the most
important knowledge in video target tracking, and that, the
scene is just the synthesis (fusion result) of the background
information and the moving target information, so we need
BIF to recover an intact background for target extraction and
tracking.

We know that most of previous studies in machine vison

and video surveillance pay much attention on terget itsdf,
less on the background in which the targets existed. For
sveral reasons the target based tracking dgorithm is
complicated and time consuming, one is tha target often
varied in positions, shape, color, lightness, shadow, and that a
group of targets may have complicated rdationship between
each other, eg. occlusion, relative velocity change, rdaive
position change, the combinaion of these changes are
usualy very complicated, so the target based tracking is very
complicated and poor peformance in  complicated
environment.

Our innovation— the Background Information Fusion
(BIF) based tracking algorithm, put emphads on the
background knowledge acquiring, recovery, and utilization.
If the background information is a known condition, the
previous complicated target extraction procedure will
become a smply subtraction of the known-background from
the scene.

As to video surveillance applications, BIF based tracking
algorithm assumes that:

The scene background islarger in Sze than targets,
dower in gpeed than targets, and hasa lower variation rate
incolor, lightness etc .than target. (@)

We call the above assumption by BIF Assumption.

These conditions in the BIF Assumption can be satisfied
in most of practica applications, such as safe guarding,
vehicle monitoring, indudria production line, we take aroad
vehicle monitoring application as an examplein this paper.

The paper is organized asfollows; first we introduce some
basic concepts and definitions in Background Information
Fuson algorithm in Sec 2. Then the BIF based vehide
extraction, tracking agorithm in Sec 3, Sec 4 presents some
experiments result by BIF based tracking agorithm. Findly,

in Sec 5 we give abrief summarizeto BIF agorithm.

2 Background Information Fusion (BIF)
algorithm

At first we introduce some definitions and basic conceptsin
Background Information Fusion (BIF).
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21 Hit and NoHit

To give a dear explanation to these concepts, let’'s see Fg 1.
toFig.3. (Framekto Frame k+2).

Fig.1 to Fig.3 shows three continuous frames in a video
sequence. According to BIF assumption in condition (1),
video scene background in survellance is lager in size than
vehide itisamos gill and has little changein color during
a short period of time The intact background is aways
unknown since it is gained by moving vehicles frequently,
and it also changes dowly with the atmosphere condition and
environmental changes. To Smplify the description, we use a

group of schematic diagrams showed in Fig4 to make it

clear.

Fig.l framek

Fig2 framek+l

Fig3 framek+2

A markin Fig.4 ands for background image point which
is not dained by target, [ mark dands for background
point which is stained by target ,or target point which is
varied on the background image.

A Hit is defined as an event a background point is stained
by atarget point. 2

A NoHit is defined as an event that a background point do
not dained by target color in a frame, or keep nearly the

same color between several frames. (©)]

9 0

= ()

(a) Framek-1 (b) Frame k

() ()

(c) Framek+1 (d) Framek+2

Fig4 Schematic Diagram of Hit and NoHit(a~ ¢)

Since vehide has random movement on road, the Hit point

and NoHit point isarbitrary.

2.2 NoHitCount
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NoHiCount is defined as the continuous NoHit count
number in a pecific point. This parameter is very important
in defining of a background point color. As shown in Fig.4,
thetop left point NoHitCount is:

NoHitCount(x, y) = NoHitCount(1,1) = 4 4)

2.3  NoHitFrameCount

NoHitFrameCount is defined as the number of NoHitCount
from the frame k to k+n, if there is Hit event occurs from k
frame to k+n frame, the NoHitFrameCount is defined as the

maximum NoHitCount number:

NoHitFrame Count (X, y, k) = max[ NoHitCount , (x, y)], (5)
where f=kLk+n

24  AsaureCount

AssureCount is defined as the minimum NoHitFrameCount
number by which we can make sure of the background color
in a specific background point . (6)

25 DitherThreshold

The DitherThreshold is defined asthe color variance rangein
each point causad by environment dowly changing and the
camea ingability. In many indudrid applications, the
background environment is indable and camera is not dill,
0 we use DitheThreshold parameer to describe

environment noise. (7

3  TheBackground Information Fuson (BIF)
algorithm and BIF based Tracking algorithm

31 Background  Information Fusion(BIF)

algorithm

The primary objective of BIF agorithm is to recover an
intact background by a sequence of frames. A video
aurveillance background can be divided into many pixe
points, each point have two invariable properties in certain
period of time We call
Spatial-Invariance property. €))

them TimeInvariance and

The Time-Invariance means that the background color at
a gpecific pogition does not change with time, or between
frames, The Spatial-Invariance means that a fixed point has
a fixed background color regardless how many timesit is Hit
by target movement.

Based on the definitions and concepts above, we arrive to
the algorithm of BIF. Suppose we study a frame image pixe
by pixd, a background point color can be recovered by
agorithm described by Eq.9.

Where Color(x,y,K) is postion (x,y) color in frame k, and
BackgroundColor(x,y) is the background color in position
(x.y)-

for k =1 to totalFrames
if
NoHitFrameCount(x, y,k) > AssureCount ©)
Then
BackgroundColor (x,y) = Color (X, y, k)
End

If the DitheThreshold is taken into condderation, the
NoHitCount should have tolerance in the fuson procedure;
thistolerancerange isdescribed by DitherThreshold:

The Background Information Fuson Algorithm can be
described by Eq. 10

for k=1 to totalFrames
if Color(x,y,k) < Color(x,y,k+n) + Dither Threshold
and
Color(x,y,k) > Color(x, y,k +n) - DitherThreshold
then
NoHitCount(x, y) = NoHitCount(x, y) +1
end
end

(10)

According to the above rules we can fuse the data from
frames sequence to recover an intact background, if each
background point color is known, the intact background can
be recovered by combination of all the known point. An
example of BIF result will be givenn Sec 4.

32 Target extraction and tracking

After BIF, the scene background is a known condition, the
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target extraction procedure will become a smply subtraction
of the intact background from the scene this is the
background differencing algorithm The resdud is the
extraction result of target.

BIF based dgoithm assumes that Background
Information change dowly than the targets information, as
defined in Assumption (1), so it's not necessary doing BIF

computation in each frame. In road vehicle monitoring
application the scene background changes dower (mainly
caused by intengty of illumination change in different time
of a day and weathe condition change) than vehide's
movement, the intavals we need do the next BIF
computation is decided by environment condition changing
rate, In our experiment we choose the interval's as 10 minutes.
If the video capture frame rate is 15 fps (frame per second),
then the intervals equals to 9000 frames. This dgnificantly
decrease the computation cost because in every 9000 frames
we only need do BIF computation once (BIF need about 15
to 30 frames, or 1 to 2 second to to perform computation, as
detailed discussed in Sec 4.2).

After background differencing (or background subtraction),
thetarget is extracted frame by frame.

The tracking algorithms used in BIF based tracking can
be based on avalable techniques, such as background
differencing [1, 11], optical flow techniques [3, 4], dynamic
template [6], temporal coherence based techniques [3],
perspective trandform based techniques [7], Feature point
based techniqueq 8], active contours techniqueq 9], etc. Here
we do not discuss them in detail. We only focus on the BIF
procedure and just present a tracking result in Sec 4, the
result is based on the combination of BIF and tempord
coherence based techniques.

4  BIF examplesand parameter discusson

4.1 Example: Fusion of a frame sequence to recover
an intact background

In the viewpoint of BIF based method, the redigtic video
aurveillance background is assumed to be intact, but in

practical applications, the scene background is frequently Hit

by target. Redundant information provided by frame
sequence can help usremove the Hit point in the scene.

Fig.5 showsthefuson result of aframe sequence.

4.2 BIF Parameter discusson

421 AsaureCount

The AssureCount is the most important parameter in BIF
algorithm.

On onehand, if it is st to asmall number, that meansthe
fusion decison speed is fast, the smaler the AssureCount,
the fewer the frames required to decide the background color

of a specific position.

Fig.5 BIFresult by fuson of different frames

If it is st to alarge number, that meansthe decision speed is
dow.

On the other hand, small AssureCount means BIF need a
smdl number of frames to decide a background point color,
this would lead to low assurance rate of the fused result. If
the AssureCount is set to a large number, the fusion result is
credible. But too large a number of AssureCount will makeit
hard for fusion procedure to draw a conclusion, because the
background is frequently Hit by target. To determine a
reasonable parameter range, we proposed the following
equation:

Supposethevehicle vdocity isV1to V2, in urban ares, it

is limited to maximum 80knvh.

Suppose the digance between vehicle headsisranged
from B1 to B2, eg. from 5mto 25m
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Suppose video capture frameraeis 15 fps.
The AssureCount range can be determined by:

B1 B2
V 2*1000 V1*1000 a
60 * 60 * 15 60 * 60 * 15
Thais
54*B1 54* B2

< AssureCount < (1)

V2

if V1=30km/h, V2=80km/h, B1=5m,B2=25m,then the
AssureCount ranged is 3.375to 45 frame.

If AssureCount is outside of the range, BIF is ingable or
impossible, generaly, we choose the smalest integer in the
range as AssureCount parameter, here we choose 4, because
3.375<4<45.

422 DitherThreshold

DitherThreshold is another important parameter in BIF
algorithm. DitheThreshold is deermined by the
environment variance and cameraingtability factor. If itis set
to a vy gmndl number, eg st to zero, the
NoHitFrameCount in some position may not be greater than
the AssureCount forever, as shown in Eq. (9); thiswill cause
undetermined point in background; If it is set to a very large
number, The NoHitFrameCount can eadly be greater than
AssureCount,

background color. From the experiences got from many of

this will cause fadse deemindion of
our experiments, we suggest it should be chosen to be 4 to 6
if video sequenceisin 256 gray mode.

43 Target extraction and tracking result

The target extraction result based on BIF is shown in Fig.6,
and tracking result based on Background Differencing and
Temporal Coherence based tracking algorithm [4] is shown
inFg.7

Fig.6 target extraction result

5 Summarizeto BIF based tracking

BIF is not only a method, but also a new viewpoint when
tackle the challenges and difficulties in video target
extraction. Mot of available tracking techniques aretarget

Fig.7 Tracking result based on Background differencing and
temporal coherence of target

based, they focus on the problem of what features the target
have, and how does thee festures change with target
movement, these dgorithms generally have a comparatively
high computation cost and poor performance if the target
features, such as edges, grains, lighting, 2D shape, feature
point, feature ling, etc. change significantly caused by targets
complicated movement.

The mgjor innovations of our work are
(1) Proposed aBIF ideain target tracking
(2) Proposed basic concepts and definitionsin BIF, such as

Hit,  NoHit, NoHitCount,  NoHitFrameCount,
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©)

4

AssureCount, DitherThreshold, BIF Assumption
Proposed a frame sequence based image data fusion
algorithm

Proposad a two gstep tracking method in target tracking.
At first gtep, agorithm focus on recovering an intact
background, & the second dep it extract target by
background differencing agorithm. These two geps
eiminate the mogt of the difficulties and challenges in
extracting of the moving target from timevaried
background.

Our experiments had proved that this dgorithm is Sable,

feasble, and effective.
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