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## Abstract

This paper describes one improvement to "nearest neighbor" method for solving "traveling salesman" problem. This improvement finds sub optimal solutions (heuristic), so as original method.

The only algorithms that are known are of exponential execution time, because "traveling salesman" problem is NP complete ([4]). These algorithms are correct theoretically, and they easily find solution for small number of graph nodes ( $\mathrm{N}<20$ ), but for large number of nodes ( $\mathrm{N}>20$ ) execution time is enormously large.

Therefore, this paper describes improvement of "nearest neighbor" method, which gives suboptimal solutions (heuristic), but has $\mathrm{O}\left(\mathrm{n}^{2}\right)$ execution time.

## AMS Subject Classifications:

90C27 Combinatorial programming
90C35 Network programming
90-08 Computational methods (optimization)
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## 1. Introduction

### 1.1 NP complete problems

There is a class of problems which have not been theoretically proved to have exponential complexities, but no polynomial algorithms have been found. Some of problems (which are known as NP complete problems) are: Traveling salesman problem, problem of Hamiltonian paths, knapsack problem, problem of optimal graph coloring. If a polynomial solution could be found for any of these problems, than all of the NP problems would have polynomial solution. NP complete problems are described in more detail in [2] [4] [9] [10].

### 1.2 Traveling salesman problem

Let G be a connected graph with N nodes. Let a tour is sequence of all nodes, passing each node once, except the first, which is also the last node in sequence, and is passed twice. Problem is to find tour with minimal path (sum of including edges). Respecting the fact that problem is NP, three alternatives exist:

Use of existing algorithms of exponential complexity, which give optimal solutions, but are applicable only for small number of nodes ( $\mathrm{N}<20$ ).

Use of heuristic algorithms of polynomial complexity, which give solutions near optimal, but are applicable for large number of nodes ( $\mathrm{N}<1000$ ). Later in this text an improvement of such type will be presented.

Combining few different methods, which are used in several stages. First stage is one of heuristic algorithms, which give starting suboptimal solution. Next stages improve solutions (one example is k-interchange method).

### 1.3 Optimal solutions algorithms

All possible tours can be searched (number of all possible tours is ( $n-1$ )! ) by backtracking. This method has small memory requirements, but largest $\mathrm{O}(\mathrm{n}!$ ) execution time. For example, for 20 nodes graph, execution time would be several millenniums.

We can use technique known as "dynamic programming" ([2]). It has execution time $O\left(n^{2} 2^{n}\right)$, which is smaller than, but has large $O\left(n 2^{n}\right)$ memory requirements. For example, in 20 nodes graph, execution time would be several hours, but memory requirement would be approximately 100MB.

Or, we can use technique known as "branch and bound" ([1] [2]). This is an improved solution of 1.3.1. (backtracking), but only feasible (and not all possible) tours are searched. This method has theoretical execution time of $O(n!)$, same as "backtracking", but its execution time can be much shorter when applied on some particular graphs.

### 1.4 Heuristic methods

Problem can be partially reduced to problem of finding "minimal spanning tree" ([3]). Finding solution for this problem, by use of Prim or Kruscal algorithm ([2] [9] [10]), gives us solution to "traveling salesman" which is not more than twice of optimal solution length. It's applicability is bounded only to "Euclidean traveling salesman" problem, and it's execution time is $\mathrm{O}(\mathrm{n})$ ([2] [10]).

Nearest neighbor method ([7] [10]) finds minimal possible distance (in each iteration) connecting unused nodes. It has easy implementation and $\mathrm{O}(\mathrm{n})$ execution time.

Other ways of solving this problem are presented in [5] [7] [8].
"Best adjunct" algorithm, described in [6].

### 1.5 Combination of methods

The k-interchange method can be applied to solutions found by use of methods described in 1.4. This method checks for $k$ edges, which give shorter path than actual "traveling salesman" path. For k=2, this method, named 2-interchange, give reasonable solution, with $\mathrm{O}(\mathrm{n})$ execution time. Increasing of k gives better solutions, but execution time and complexity of implementation increase rapidly ( [7] [8] [10] ).

To solution found by use of methods described in 1.4, and eventually improved as explained in 1.5.1., some of "branch and bound" methods, or their combination, can be applied. Previously found solution by heuristic, are used as a bound for feasible solutions. If previously found suboptimal solution is excellent, and we search all possible branches, optimal solution can be found in real time. Although this way can lead to near optimal or optimal solution, it's execution time is theoretically exponential ( [7] [10] ).

## 2. "Nearest neighbor" algorithm

### 2.1 Description of algorithm

"Nearest neighbor" algorithm is a heuristic algorithm (for more information on heuristic see [9] and [10]). Execution time is $\mathrm{O}(\mathrm{n})$, and memory requirements are $\mathrm{O}(\mathrm{n})$, because of distance matrix being stored.

Algorithm starts from arbitrary chosen node, in every iteration goes along the edge with minimal distance from current node, viewing only unused nodes and starting from current node. Terminating node of the edge chosen as described is add to the sequence and is pronounced to be the current node. Note that the last iteration leaves us with only one edge (leading to the starting node).

### 2.2 Improvement of algorithm

Algorithm can be modified to start from node that not chosen randomly (where favorable choice of starting node can give good results, and some other choice can give bad results), but from the node which is beginning node of the shortest edge in the entire graph. Next node is terminating node of that edge, and procedure continues the way described above.

This way of choosing starting node gives statistically better results than former method. Slightly better results can be achieved by recalculating sequence for each possible starting node, but that would rise execution time to $\mathrm{O}\left(\mathrm{n}^{3}\right)$.

The following described algorithm, implementation is in C programming language.

### 2.3 Examples

Example 1. Graph is given by Figure 1.


Figure 1. Graph from Example 1.
Classical "nearest
neighbor" algorithm gives sequence starting from node 1:

Node nearest to node 1 is node 2 (edge 1-2 has distance 3). Node nearest to node 2 is node 3 (with distance 6), and nearest to node 3 is 5 (with distance 4). Node 5, nearest unused node is 4 (with distance 5), and to go from node 4, there is only one unused node 6 (with distance 15).

Given sequence 1235461 has length 58.
Improved algorithm give sequence 1235
46 1, also of length 58, because minimal length edge in graph is $\mathbf{1 - 2}$ (with distance 3 ). That edge (1-2) starts the sequence, and later procedure has equal steps as first procedure.

Optimal solution in Example 1 is 12364 5 1, with length of 56.

Note: In Tables 1-3 first number is number of graph nodes, second number is starting node, and other numbers represent distance matrix.

| 6 | 1 |  |  |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 3 | 10 | 11 | 7 | 25 |
| 3 | 0 | 6 | 12 | 8 | 26 |
| 10 | 6 | 0 | 9 | 4 | 20 |
| 11 | 12 | 9 | 0 | 5 | 15 |
| 7 | 8 | 4 | 5 | 0 | 18 |
| 25 | 26 | 20 | 15 | 18 | 0 |

Table 1. Distance matrix for graph given in Example 1

Example 2. Graph is given by Table 2.

Classical algorithm
starting from node 1 gives solution 18941062753 1, length 403.

Improved algorithm gives solution 61049815732 6, length 323. For this example, that is optimal solution.

Example 3. Graph is given by Table 3, solutions are:

Classical algorithm starting from node 1 give a sequence 13257946108 1, length 805 .

Improved algorithm gives 101
sequence $81023157946 \quad 0 \quad 72 \quad 43217 \quad 92183116143161141$
$\begin{array}{lllllllllllll}\text { 8, length 788. } & 72 & 0 & 51 & 222 & 52 & 182 & 99 & 83 & 186 & 72\end{array}$
Optimal tour is $\mathbf{1} \mathbf{3} 2810 \quad 43 \quad 51 \quad 0 \quad 229 \quad 97199121115 \quad 203101$
57946 1, length 725.

| 217 | 222 | 229 | 0 | 219 | 40 | 156 | 285 | 63 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 299 |  |  |  |  |  |  |  |  |


| 92 | 52 | 97 | 219 | 0 | 179 | 57 | 123 | 159 | 100 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |

$\begin{array}{lllllllll}183 & 182 & 199 & 40 & 179 & 0 & 130 & 265 & 65 \\ 251\end{array}$
$\begin{array}{llllllllll}116 & 99 & 121 & 156 & 57 & 130 & 0 & 158 & 91 & 154\end{array}$
$\begin{array}{llllllll}143 & 83 & 115 & 285 & 123 & 265 & 158 & 0 \\ 269 & 14\end{array}$
$\begin{array}{lllllllll}161 & 186 & 203 & 63 & 159 & 65 & 91 & 269 & 0 \\ 255\end{array}$
$\begin{array}{lllllllll}141 & 72 & 101 & 299 & 100 & 251 & 154 & 14 & 255\end{array} 0$
Table 3. Distance matrix for graph given in Example 3

## 4. Conclusion

Application of "nearest neighbor" algorithm and its modification is (as of other suboptimal algorithms) mostly in practical work where graph with large number of nodes occur. In these conditions optimal solution algorithms are unusable because of their exponential execution time, i.e. their impossibility to yield solution in acceptable time.

Good features of improved "nearest neighbor" algorithm are:
Relatively short execution time $\mathrm{O}\left(\mathrm{n}^{2}\right)$.
Easy implementation.
Small memory requirements $\mathrm{O}\left(\mathrm{n}^{2}\right)$.
Solution can be improved using by the algorithms described in 1.5 .
Deficiencies of algorithm are:
Being unable to find theoretical bounds of solutions suboptimality. For some algorithms theoretical bound of solutions suboptimality (see 1.4.1) can be calculated, but these methods statistically have worse results (see examples in [3] [10]), and are applicable for more specific graphs.

In case of graph with small number of edges which isn't totally connected may exist situations where this algorithm can't yield solution, though there exists.
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