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Abstract 
 

In this paper, we propose a method of text retrieval from document images using a 
similarity measure based on word shape analysis. We directly extract image features instead 
of using optical character recognition. Document images are segmented into word units and 
then features called vertical bar patterns are extracted from these word units through local 
extrema points detection. All vertical bar patterns are used to build document vectors. Lastly, 
we obtain the pair-wise similarity of document images by means of the scalar product of the 
document vectors. Four corpora of news articles were used to test the validity of our method. 
During the test, the similarity of document images using this method was compared with the 
result of ASCII version of those documents based on the N-gram algorithm for text 
documents. 
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1. Introduction 

The Digital Library of the National University of Singapore archives various historical 

documents for public access and viewing on the web. The archived documents include 

century old newspapers and past student theses. To facilitate access to these documents, a text 

retrieval method based on text similarity is explored. 

There are many ways to measure text similarity of documents. One way is to analyze the 

similarity of the documents’ contents based on semantics but this needs a large amount of 

processing time. Another way is to use a statistical method without the need to understand the 

meaning of documents. A common statistical approach is the construction of document 

vectors based on the frequencies of words or N-gram character sequences. This method is 

easy to implement without too much processing time. Many researchers used this approach to 

classify document texts. 

In applying text similarity measure on document images in our present application, it is 

necessary to use optical character recognition (OCR) to convert the images to textual 

information. However, OCR systems are not perfect especially for poor image quality, 

requiring expensive manual correction. In fact, an original plan of the library to OCR the 

entire archive set has proven to be overwhelmingly costly. An alternative approach to gauge 

text similarity from the document images directly by means of word shape analysis is thus 



 

proposed. The word shape analysis selects an image feature called the vertical bar pattern in 

order to construct document vectors. 

The remainder of this paper is organized as follows. Section 2 surveys related works in 

text retrieval of electronic texts as well as document images. Section 3 describes the feature 

extraction process to extract vertical bar patterns and forming feature vectors from the 

document images. Section 4 presents the methods for measuring similarities between 

documents. Section 5 discusses experimental results that confirm the validity of the proposed 

model. Finally, conclusions and future work are given in Section 6. 

 

2. Related Works 

Over the past few decades, methods of categorisation and retrieval of machine-readable 

texts [1-3] have been proposed. They have relied on self-evident utility of words, sentences, 

and paragraphs for sorting, categorising, and retrieving texts. Furthermore, various means of 

suppressing uninformative words, removing prefixes, suffixes, and endings, interpreting 

inflected forms, etc. have been developed. Depending on the application, these methods share 

a number of potential drawbacks: they require a linguist or a polyglot for initial set-up and 

subsequent tuning, they are vulnerable to variant spellings, misspellings, and random 

character errors, and they tend to be both language-specific and domain-specific. 

The purely statistical characterisation of text in terms of word frequency or N-grams 

(sequences of N consecutive characters) [4] has been applied to text analysis and document 

processing, including spelling and error correction [5-11], text compression [12], language 

identification [13-14], and text search and retrieval [15-16]. Basing on this statistical 

characterisation, M. Damashek [17] has proposed a simple but novel vector-space technique 

that makes sorting, clustering and retrieval feasible in a large multilingual collection of 

documents. 

Damashek’s method does not rely on words to achieve its goal, and no prior information 

about the document content or language is required. It only collects the frequency of each N-

gram to build a vector for each document and the processes of sorting, clustering and retrieval 

can be implemented by measuring the similarity of the document vectors. It is language-

independent. A little random error only influences a small quantity of N-grams and will not 

change the total result. This method thus provides a high degree of robustness. 

Text in document images is a more complicated matter for text retrieval. One common 

method is to convert it to machine readable text using optical character recognition (OCR) 

first and then use the usual text retrieval techniques. However, character recognition systems 



 

are not perfect and require human correction. Some works, however, are done to bypass the 

human correction to do retrieval of OCR degraded text [18] and simulated OCR output [19] 

with reasonable results. Furthermore, OCR requires a significant amount of processing time 

and is language-dependent. A typical system can only recognize one or several languages. We 

need to know the specific language in the document beforehand. 

Instead of relying on OCR, another approach is to retrieve information based on the 

image content directly.  This does not require language identification. Recently, several 

researchers have made such an attempt in a number of applications. For example, F. R. Chen 

and D. S. Bloomberg [20-21] have described a method for automatically selecting sentences 

for creating a summary from a document image without recognition of the characters in each 

word. They build word equivalence classes by using a rank blur hit-miss transform to 

compare word images and use a statistical classifier to determine the likelihood of each 

sentence being a summary sentence.  Hull and Cullen [22] have proposed a method to detect 

equivalent document images by matching the pass codes of document. They create a feature 

vector that counts the numbers of pass codes in each cell of a fixed grid in the image and 

equivalent images are located by applying the Hausdorff distance to the feature vectors. 

Other researchers have also proposed methods to retrieve text directly from non-English 

document images. For instance, Y. He et al [23] have proposed an index and retrieval method 

for Chinese document images based on a stroke density code. Language classification of 

multilingual documents is another field having been researched. A. L. Spitz et al [24-25], C. 

Y. Suen et al [26] and C. L. Tan et al [27] have developed systems to identify Latin-based 

languages, Han-based languages and other languages using the character shape coding [28]. 

A local extrema point detection method was initially suggested for handwriting characters 

recognition [29]. This feature can effectively reflect the property of a word, and it is relatively 

invariant to touching and broken characters. Extending the original idea, we apply the local 

extrema points detection and form the so-called vertical bar patterns from these points. 

Experimental results show that this method is also relatively invariant to changing of fonts 

and styles, and to the degradation of document qualities. 

 

3. Feature Extraction 

Figure 1 outlines the steps in gauging the similarity of document images based on 

content. In the pre-processing stage, document images are segmented into word units and 

filters are applied to remove punctuation marks and small noise. In the feature extraction 

stage, local maximum points and local minimum points within these word units are identified. 



 

After these local maximum and minimum points are paired up, a list of vertical bars is 

obtained. After classification of these vertical bars (to be explained in section 3.3), each word 

unit is converted into a list of symbols consisting "d", "m" and "q", or what we call the 

vertical bar pattern. A feature vector can be obtained from each document image. Feature 

vectors are used to calculate the similarity of document images by calculating their scalar 

products. 

 

(Position of Figure 1. Gauging the similarity of document images based on content.) 

 

3.1 Pre-processing 

Document images can be segmented into a number of word units through layout analysis. 

A word unit contains connected components. These connected components are either 

character objects, noise or punctuation marks. A character object may be a single character, or 

part of a broken character, or characters touching together. Types of character objects are not 

important, since we will do the feature extraction at the word level. But noise and punctuation 

marks are not considered as parts of the content of the document and thus need to be removed. 

In general, the height of a punctuation mark is less than that of a character. Furthermore, 

dots and straight lines often have higher pixel densities than character objects. So, when 

connected components have been retrieved, we can apply filters to remove objects with 

smaller width or height or higher pixel density than pre-determined thresholds. Most of the 

punctuation marks and noise will be removed in this manner. For removing brackets, we 

notice that brackets have an outstanding height in a text-line, and thus will be filtered by a 

pre-determined threshold. Note that in some of the Latin languages such as French and 

German, there are accents and special characters. These accents and special characters appear 

as small connected components in document images. They are thus are also removed by the 

filters. The removal of accents should not seriously affect the similarity measure just as the 

absence of accents in some printed documents due to inadequate printing capabilities does not 

reduce human readability of the documents. This however can be confirmed in a future study. 

Figure 2 shows the result of document image after pre-processing. Item (a) is the original 

document image. Item (b) outlines the segmented word units and item (c) shows the word 

units after removal of punctuations and noises. Notice that the dots belonging to characters “i” 

and “j” are also removed. However this is not a problem, since the vertical bar patterns for 

these characters depend on their major part, and the classification can still be done properly.  

 



 

(Position of Figure 2. Extraction of word units.) 
 

3.2 Vertical Bars Extraction 

The formal definition of local maximum and local minimum in mathematics is given 

below, and its graphical representation is given in the figure 3. 

 

Definition (The first derivative tests): Given an arbitrary curve f(x), and two open 

intervals on the curve (a, c) and (c, b): 

If f '(x) < 0 on (a, c), and f '(x) > 0 on (c, b) then f has a local minimum at x = c.  

If f '(x) >0 on (a, c), and f '(x) < 0 on (c, b) then f has a local maximum at x = c. 

 

(Position of Figure 3. Graphical representation for definition of local extrema.) 
 

Each alphabetic character has a number of local maxima as well as a number of local 

minima. If we pair up these local maxima and minima, each pair forms a vertical bar whose 

top is a local maximum and bottom is a local minimum. Since a word is made up of 

characters, it can then be represented by a list of vertical bars contributed by its characters. 

As vertical scan lines traverse across the word from left to right, top-most and bottom-

most black pixels are recorded as the maximum and minimum points for visited lines. An 

algorithm is designed to detect local extrema points by keep tracking of the increasing and 

decreasing trends of the maximum and minimum points between neighbouring lines. Some 

glitches may exist along a horizontal image edge, they are detected and ignored through 

simple edge smoothing to ensure the validity of the local extrema points detected. Figure 4 

illustrates the cases where edge smoothing is needed. 

 

(Position of Figure 4. Word edge smoothing. (a) Missing pixel,  
(b) extra pixel, (c) edge after smoothing.) 

 

We are concentrating on the effective vertical bars only, and so short vertical bars are 

treated as noise. A length filter is applied to remove these noise bars. The threshold value for 

the length filter is calculated by the product of the average bar length and a pre-determined 

percentage. Figure 5 (a) illustrates the local extrema points detected for sample word “huge”. 

Note that the number of local maxima points and the number of local minima points are not 

equal, thus some of the local extrema points are shared among vertical bars within the same 



 

character object. Figure 5 (b) shows the list of vertical bars extracted by pairing up local 

maxima points and local minima points.  

 

(Position of Figure 5. Vertical bar detection. (a) Finding local extrema points,  
(b) Vertical bars extracted with boundary lines indicated.) 

 

3.3 Vertical Bars Classification 

To make the vertical bars comparable between documents regardless of their horizontal 

position, classification need to be done according to the vertical bars’ length and vertical 

position. By locating the upper boundary and lower boundary lines, we can divide the whole 

word into three vertical zones. Then vertical bars that protrude into the upper zone are in class 

“d”, vertical bars that protrude into the lower zone are in class “q”, and vertical bars that are 

only inside the middle zone are in class “m”. There is a special case where the vertical bar 

pattern for character “f” protrudes into both upper zone and lower zone for some of the font 

types such as Lucida Sans, while for most of the font types the vertical bar pattern for 

character “f” only protrudes into the upper zone. To remove ambiguity we put the vertical bar 

pattern for “f” into class “d”, and thus there is no overlapping between class “d” and class “q” 

vertical bars. Figure 5 (b) indicates the two boundary lines detected. In this way, a word can 

be represented as a list of symbols consisting of “d”, “m” and “q”, where each symbol 

indicates a vertical bar from the corresponding class. For example the word "huge" is 

converted into vertical bar pattern "dmmmqqm". 
 

3.4 Document Feature Vector 

A hash table is created to keep track of the frequencies of all the vertical bar patterns 

being studied. Each hash table can be treated as a vector, so called the document vector. Each 

entry in the vector records a specific vertical bar pattern and its number of occurrences. Every 

time a vertical bar pattern is picked, the number of occurrences of the entry corresponding to 

the vertical bar pattern is increased by one.    

The occurrence frequency of each vertical bar pattern is normalised by dividing it by the 

total number of occurrences of all extracted vertical bar pattern. This means that the absolute 

number of occurrences will be replaced with the relative frequencies of corresponding vertical 

bar patterns. The reason for doing this is that similar texts of different lengths after this 

normalisation will have similar document vectors. The feature vector for document m can be 

modelled as 



 

mX  = mNmm xxx L21  

where N is the total number of distinct vertical bar patterns in the document m. Thus mX  is an 

N dimensional vector, and each element in the vector is defined as 
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where f is a function that returns the absolute frequency of a vertical pattern mip  by looking 

up the hash table, and mip  is the ith entry in the hash table created for the document m. 

 

4. Similarity Measure 

Document vectors for similar documents generally point in the same direction. The 

similarity score between two document vectors is defined as their scalar product divided by 

their lengths. A scalar product is calculated through summing up the products of the 

corresponding elements. This is equivalent to the cosine of the angle between two document 

vectors seen from the origin. So, the similarity between document images m and n will be 
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where Xm and Xn are the document vectors of documents m and n respectively, as defined in 

section 3.4, J is the dimension of document vector, and iJiii xxxX L21= . 

For each vertical bar pattern in the feature vector of the query document image, we look 

for corresponding entry in the feature vector of the database document image. If the pattern is 

found, then their product is obtained by multiplying their normalized frequencies, otherwise 

their product is simply zero since one of the feature vectors does not contain such a pattern. 

For all document images, the vertical bar patterns in the feature vectors are always in the form 

of strings containing “d”, “m” and “q”. Comparisons between these strings are 

straightforward to ensure the computational efficiency of the proposed method. 

  

5. Experimental results 

Experiments were carried out to test the effectiveness of our image-based similarity 

measure in comparison with the traditional text-based similarity measure using the N-gram 

algorithm. If the results obtained by the image-based method are equally good or at least not 

much worse than the results obtained by the text-based method, it means we can effectively 



 

retrieve document images without resorting to full OCR, to avoid costly computations. To 

make the process simple, some preprocessing is done by de-skewing the images [30]. In the 

case where there are headlines and pictures or photographs, they are removed from the 

images. Four different corpora of document images were used in the following tests to 

examine the ability of the proposed method to handle scanned document images in different 

qualities and different fonts etc. To create the ASCII versions of these documents as a means 

of benchmarking, an OCR system was used to extract the text from the images. The extracted 

texts were corrected by hand for any error from the OCR. 

Corpus One (K01 - K26) is made up of articles that were extracted from the Internet and 

were already electronically available. These ASCII text documents are labeled as O01 – O26. 

The news articles were converted to images using the text input of Adobe Photoshop in 10-

point Times New Roman font. These articles address four different topics, respectively. K01-

K12 talk about economic crisis in Brazil, K13-K17 refer to personal computers, K18-K21 tell 

of scholarships and K22-K26 describe the news of a nuclear spy in the US.  For each topic, 

we picked the first one of each group as the query article and thus K01, K13, K18 and K22 

were selected.   Similarity measures of all the articles in this corpus with the respective four 

query articles were made using the image-based and text-based methods. The results are 

summarized in Table 1 and Figure 6. 

 

(Position of Table 1. Image-based and Text-based Similarity for Corpus One.) 

 

(Position of Figure 6. Comparison of Image-based and Text-based Similarity for Corpus 

One.) 

 

From the testing with the first Corpus, it can be seen that a threshold may be set to decide 

whether a text is similar to a query article.  The threshold lies somewhere in the region of 0.1 

to 0.2. To further evaluate the performance of the proposed model, the accuracy and the 

precision1 and recall2 of the testing results are measured and presented. Knowing the number 

of articles in topic i (let it be ni), we first allowed the system to retrieve ni topmost similar 

articles and determined how many of these ni articles are about topic i.  Let this number of 

correctly retrieved articles be mi. We define accuracy of this retrieval process as mi/ ni.   We 
                                                 
1 Precision is defined as percentage of the number of correctly retrieved articles over the number of all retrieved 
articles. 
2 Recall is defined as percentage of the number of correctly retrieved articles over the number of articles in the 
category. 



 

next retrieved articles based on the threshold instead of a pre-determined number of articles.  

We set threshold at 0.1, 0.15 and 0.2 in the following experiments respectively, and find the 

values of precision and recall.   

To examine the effectiveness of the proposed method handling degradation of 

documents, Corpus Two consisting of 52 document images was generated using the same set 

of documents as in Corpus One. Document images T01-T26 were obtained by scanning at 

600 pixels/inch (ppi) and documents images R01-R26 were scanned in with resolution of 300 

pixels/inch (ppi) to simulate the degradation of image quality. Two sample articles in the two 

resolutions are shown in Figure 7(a) and (b) respectively. In Figure 7 (a), characters in the 

article have clear edges and are separated from each other, while the edges of characters in 

Figure 7 (b) are noisy and characters touch each other more often. The enlarged word 

“Europe” in both images shows the effect of degradation. In this way, we can observe the 

performance of the proposed method under different image qualities. Within each resolution 

group, we performed similarity measure in a similar way as in Corpus One. We extracted 

documents according to their similarity values, and then obtained the accuracy, recall and 

precision. The comparisons of the accuracies, recalls and precisions between two different 

resolutions are summarized in Table 2. As a benchmark, the result of text-version N-gram 

based method is also shown in Table 2. 

 

(Position of Figure 7. Sample articles in different resolutions from Corpus Two. The enlarged 
words show the detailed differences in quality between the two documents.) 

 

(Position of Table 2. Performance evaluation for degraded documents in Corpus Two.) 

 

Corpus Three was generated to test the robustness of the proposed method dealing with 

documents in different fonts. We used the same set of 26 articles as in Corpus One to generate 

document images using four different fonts, namely the Arial (A01 - A26), Lucida Sans (L01 

– L26), Myriad Roman (M01 – M26) and Times New Roman (T01 – T26). Thus 104 

documents with different fonts constitute our corpus Three. Sample articles in these four fonts 

are shown in Figure 8 (a) to (d). We measured similarities among all documents in the corpus 

and used the first document from each topic in each font as the query article to obtain the 

accuracies, recalls and precisions, which are shown in Table 3. Again the results for the text-

based N-gram method are also shown in Table 3 for comparison. 

 



 

(Position of Figure 8. Sample documents in four different fonts from Corpus Three.) 

 

(Position of Table 3. Performance evaluation for documents in mixed fonts in Corpus 

Three.) 

 

From the experiment results obtained for Corpus One, we can see that the similarities of 

documents measured from text-mode articles using traditional N-gram method and image-

based articles using the proposed method share some resemblance though not entirely 

equivalent to each other. The result of the text version of documents provides more 

distinguishable similarity measures. This is because the vertical bar patterns extracted from 

the document images are not as distinguishable as words themselves in text documents due to 

the collisions. The collision here is defined as the same vertical bar pattern resulted from 

different words. The number of collisions is inversely proportional to the length of the vertical 

bar pattern, thus we can reduce the effect of the collisions by applying a lower bound to the 

length of vertical bar pattern to be compared. The image-based similarity provides an 

adequate means to retrieve similar news articles with respect to a query article.   

Furthermore, the results from Corpus Two show the robustness of the proposed method 

under different document qualities. For documents in resolution 600 pixels/inch (ppi), the 

average accuracy of the proposed method reaches 81.67%. For threshold of 0.2 the average 

recall and precision are 64.17% and 93.75% respectively, while for threshold of 0.1 the 

average recall and precision are 93.75% and 48.52% respectively, reflecting the trade-off 

between the recall and precision. When the resolution of the document drops by half, the 

average accuracy drops by 15.25% and the recall and precision decrease to a certain extent 

depending on the choice of threshold. As the threshold value becomes smaller, the decrease in 

recall and precision is less obvious. Actually for threshold value of 0.15, the recall and 

precision values for the documents in two resolutions are very close to each other. This 

suggests that the performance of the proposed method is not affected much for degraded 

documents. 

From the sample images shown in Figure 8, the changing of document fonts results in 

different character shapes, different character size and different cases of character touching. 

However the results from Corpus Three still show the encouraging ability of the proposed 

method to handle mixture of documents in different fonts. The average accuracy reaches 

57.16%. For threshold of 0.2 the average recall and precision are 36.98% and 84.32% 

respectively, while for threshold of 0.1 the average recall and precision become 69.30% and 



 

43.39% respectively. We notice that the results for some topics are very good while the results 

for some other topics are somehow less favorable due to noise and collisions. Overall 

speaking, the proposed method can provide favorable recall and precision for retrieving 

documents in different fonts depending on the user’s requirement. 

To further examine the ability of the proposed method to extract relevant documents, we 

created Corpus Four containing 159 English news articles that were grouped into eight major 

topics based on their contents. These articles, being different from the first three corpora, are 

images either downloaded from the web or scanned from newspaper cuttings. The text version 

documents were obtained through OCR and were corrected by hand. The first article in each 

of the eight topics was selected as the query document and was compared with all documents 

in the corpus. The resulting accuracies, recalls and precisions are recorded and compared with 

the corresponding results obtained by text-version N-gram based method in Table 4. Besides 

the precision and recall, we also use the composite measure 1F  [31] defined below as 

sometimes used in the information retrieval community: 

 

 

The 1F  measure is derived from the recall and precision. It is a strict measurement because it 

does not only reflect the absolute value of the recall and precision but also reflect the degree 

of balance between the two. We calculated the 1F  values for both the image-based method 

and the text-based method and the results are presented in Table 4.  

 

(Position of Table 4. Accuracy, Recall, Precision and 1F  of image-based document text 
retrieval for Corpus Four. (NR = Number of relevant documents in the group, P = Precision, 

R = Recall) 
 

It can be seen that the average accuracy for Corpus Four is 57.76%. At the threshold of 

0.2, the average recall and precision are 48.94% and 67.79%, respectively, whereas choosing 

0.1 as the threshold will give an average recall and precision of 78.51% and 47.93%, 

respectively.  Thus, setting a higher threshold gives a better precision but poorer recall, and 

the reverse is true for a lower threshold.  If the emphasis is on retrieving only relevant articles, 

then a 0.2 threshold should be used. On the other hand, if the intent is to retrieve as many as 

possible news articles, then a threshold of 0.1 may be adopted. We can see that the average 1F  

value is 54.75% for threshold of 0.2 and 55.22% for threshold of 0.1. On the other hand, the 

1F  value for threshold of 0.15 that is 57.13% which is higher than both for threshold 0.2 and 
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0.1. This indicates that threshold 0.15 may be a good compromise. Again, we observed 

outstanding performance of the proposed method for some topics such as topics 6 and 8. But 

we also observed relatively poor results for some other topics such as topics 2 and 5. 

Surprisingly we found that the result obtained for topic 5 using the text-based N-gram method 

is also poor, appearing as an exception for the statistical similarity measure. 

Finally we took some measurement of the processing time in comparison with an OCR 

process. During the experiments using the four corpora, we recorded down the processing 

time for the proposed method. As a benchmark, we used an OCR system to convert 

documents to texts and then performed N-gram based similarity measure. The total processing 

time of the two approaches are summarized in Table 5. From the result we can see that for all 

the four corpora the OCR system takes longer time to generate the similarity values among 

document images. This is because the OCR approach has an extra step to convert images into 

texts. Of course an advantage for the OCR approach is that the text version of the documents 

can be obtained. However when speed is an important concern, the proposed method is more 

suitable than the OCR approach. 

 

(Position of Table 5. Comparison of total processing time between the proposed method and 
the OCR approach.) 

 

6. Conclusion and Future Work 

A new model of document image text retrieval based on an image-based similarity 

measurement without the use of OCR is proposed in this paper. Features called the vertical 

bar patterns are extracted from word units in a document image through local extrema points 

detection, and form the document vector. Document similarity is calculated by finding the 

scalar product between two vectors. Experiments using four corpora of news articles have 

confirmed the validity of the model for extracting relevant articles among groups of 

documents, including degraded documents and documents in mixed fonts. Due to its faster 

processing, the present method offers a speedier way of retrieving scanned images based on 

content similarity instead of going through an OCR process. If only a handful of relevant 

imaged documents are needed out of a huge image database, to do OCR on the entire database 

before retrieving will be a wasteful effort. 

 The method is suitable for gauging the similarity of document images written in Latin 

languages. An issue that may be examined in future is how the removal of special accent 

characters in some European languages affects the similarity measure. Another research 



 

direction is to extend the current method to handle documents in other languages. The final 

objective of our method is to use it in the retrieval of document images in National University 

of Singapore’s Digital Library. A century old collection of Chinese newspapers currently 

forms a major part of the archived document base. Text similarity based on Chinese character 

shape analysis is the next task in our agenda. Similarly, Tamil (a dominant Indian language 

used in Singapore) character shape analysis can also be studied.  

We can convert ASCII text documents into vertical bar patterns by a proper lookup table. 

In this way, the present text retrieval method based on text similarity can be applied to a 

mixture of imaged documents and ASCII text documents, as well as to a range of different 

languages. 
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