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ABSTRACT

 

Yeap and Jefferies [1] show how a description of each
local space is computed and by realising how these local
spaces are connected, a cognitive map of one’s environ-
ment will emerge. However, roboticists have shown that
it is difficult to compute such a map with precise metric
information. In this paper, we show some preliminary
ideas as to how a qualitative map could be constructed
out of local spaces. The trick is to devolve each repre-
sentation to make it less precise and then slowly learn
more about each space so that it later becomes unique.

 

INTRODUCTION

 

Much of the earlier work on qualitative representations
of space are concerned with providing a suitable calculus
for representing and reasoning with spatial entities. Exam-
ples of such work include: [2-6]. In this study, we are con-
cerned with how a qualitative representation of space is
derived from what is perceived and how such a representa-
tion can later become a useful cognitive map. 

Humans’ immediate perception of the environment is
precise in the sense that they could perform a variety of
spatial manipulation tasks. Yet, rarely are they able to
reproduce from memory an exact description of the places
they have visited. We do not often remember exactly where
objects are when we can’t physically see them and yet we
are able to make good use of the vague and imprecise
memories we have for our environment. For whatever rea-
sons, it is thus clear we transform from a precise descrip-
tion to an imprecise one. When doing so, what effect does
this have on the cognitive mapping process?

We have been studying the problem of computing a cog-
nitive map using visual information derived from a simu-
lated 2D environment [1, 7-10]. Recent AI models of
cognitive mapping include the work of Engelson [11] and
Kortenkamp [12]. More recently, we presented an algo-
rithm which successfully computed a description of each
local space (which we called an absolute space representa-
tion, or ASR) as a simulated robot moves through a pre-
defined path [1]. By devolving each ASR so that it
becomes an approximate description of the local space, we
get a qualitative map. In this paper, we describe some ini-
tial experiments with such a map. 

 

QUALITATIVE LOCAL SPACE REPRE-
SENTATIONS

 

Determining the ongoing nature of spatial memories
when they are no longer receiving immediate feedback
from the environment is not easy. Studies which examine
this problem are mostly concerned with the manner in
which the representations are distorted and their signifi-
cance altered once they are merged into the wider “picture
in the head”. Variables such as size, distance and location
are often systematically distorted by containment relations
and the significance of an object as compared with others it
is related to [13-16]. But these modifications result from
some top-down processing, i.e. the input to the process
isn’t only what has been computed bottom-up from the
senses but also includes the results of earlier computations,
often higher-level representations which are conceptually
more sophisticated. 

Our concern at this stage is only with what can be com-
puted bottom-up from the senses. It is our contention that
the initial representation computed for a local space is
computed for the viewer’s immediate needs, to provide a
locus for the objects surrounding the viewer, and the activ-
ities which involve these objects. But while much of the
detail is forgotten or goes unnoticed one can still remain
cognizant of the local space for a long time after it was
occupied. To encapsulate a local space in this way would
only require representing its extent in very rough terms,
but the resulting representation could still provide a useful
framework for reasoning about the local space and could
then become more elaborate as the viewer’s familiarity
with the environment increases. 

We compute such a representation by devolving the ini-
tial representation computed into a rectangle which
roughly approximates its extent. A straightforward algo-
rithm is used - points on the surfaces forming the boundary
of the ASR are sampled to firstly find a good length for the
rectangle and then the length itself is sampled to find a
good width. We call this representation a fuzzy ASR. Fig-
ure 1 (a) shows an initial ASR computed, its surfaces are
labelled s1 – s5 and its exits e1 – e4 (for a detailed descrip-
tion of this algorithm, see [1]. The fuzzy ASR computed
from this ASR is shown in Figure 1 (b). No claims are
made as to the cognitive plausibility of our method. In real-
ity many processes would be operating to modify the origi-



 

nal ASR and we cannot claim to fully understand these.
This is but one method for producing a fuzzy ASR. There
will be many, many more.

The real significance of the fuzzy ASR for our computa-
tional theory is the manner in which the representation is
able to be used to structure the cognitive map, however
poorly. The fuzzy ASR does not comprise actual surfaces
or exits, it merely represents a portion of space once occu-
pied by the viewer. But one would expect the viewer to
remember some of the connections to neighboring spaces,
confused though they may be. Thus we retain the connec-
tions to neighboring “ASRs”, but only in the loosest sense.
We conducted three experiments with the program by
varying the amount of knowledge the viewer retained for
the connections between ASRs. We thus showed how a
fuzzy cognitive map might be structured and how useful
such a map might be.

In the first experiment the viewer remembers how many
exits there are in an ASR but no locational information is
retained for them. For the fuzzy ASR in Figure 1 (b), for

example, the viewer remembers just that there are four
exits, e1, e2, e3 and e4. When the ASR is exited a connec-
tion is made to the ASR just entered but the viewer does
not remember which exit was used. Our viewer has a very
poor memory indeed! The outcome of this is a scenario
often faced by humans - “I know I’ve been here before so
which doorway did I use to get to...” Thus the information
made explicit in a fuzzy-ASR comprises the rough extent
of the ASR, the number of exits in the ASR and which
neighboring ASRs have been experienced as connected to
this one. The results of the experiment are displayed in
Figure 2. Figure 2 (a) shows the portion of the environment
traversed and Figure 2 (b) a cognitive map constructed
from the “exact” ASRs computed for each local space vis-
ited. Note that although for display purposes the ASRs are
laid out as if there is one global coordinate system, in real-
ity this is not the case. Each ASR is independent of all oth-
ers with its own local coordinate system, and the only links
to other ASRs are through the exits used to traverse them.
Thus the viewer knows exactly where each surface and exit
in the ASR is located, and exactly which exits are used to
connect to neighboring ASRs. The actual structure of the
cognitive map is mostly route-like, except where previ-
ously visited ASRs are able to be recognized (see [9]).
These parts of the map exhibit a more integrated structure.
Figures 2 (c) and (d) convey the underlying structure of the
fuzzy cognitive map more realistically but this is only
practical for a small number of ASRs. In all the figures the
ASRs are numbered in the order in which they are visited. 

The fuzzy cognitive map constructed for the path in Fig-
ure 2 (a) would comprise:

fuzzy-ASR1 with four exits, connected to ASR 2
fuzzy-ASR2 with two exits, connected to ASR 3, ASR 1
fuzzy-ASR3 with five exits, connected to ASR 4, ASR 2 
fuzzy-ASR4 with three exits, connected to ASR 5, ASR 3

Figure 1. (a) An exact ASR computed while the 
viewer occupied the local space. (b) the fuzzy ASR 
description which devolves from the ASR in (a)
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Figure 2. (a) The environment traversed, (b) a cognitive map computed from exact ASRs (c) the viewer’s inter-
pretation of a cognitive map computed from fuzzy ASRs where the viewer has no locational information for 
the exits. (d)the viewer’s interpretation of a cognitive map constructed from fuzzy ASRs where the viewer 
knows on which side of the fuzzy ASR the exits are located but not their exact position.
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fuzzy-ASR5 with four exits, connected to ASR 6, ASR 4
fuzzy-ASR6 with three exits, connected to ASR 5

To demonstrate the usefulness of such a map, the viewer
is told to repeat the journey from start to finish in its head.
Figure 2 (c) demonstrates how confused a viewer making
use of such a map could become. As the viewer imagines
re-entering ASR 1, its knows from its fuzzy map that one
of these exits leads into ASR 2 but not which one. The
viewer randomly chooses an exit. The line emanating from
the bottom of fuzzy ASR1, rather than its side, demon-
strates that the viewer made an erroneous decision. It can
be seen from the output from our computer simulations
displayed in this figure that the errors made here result in
rotation errors in the cognitive map and while they are not
shown in this figure, translation errors are possible also. 

In the second experiment we allowed the viewer to
remember on which side of the fuzzy ASR the exits were
located and thus on which side of a fuzzy ASR the connec-
tion to a particular ASR is located. Figure 2 (d) shows a
viewer’s attempt at using a fuzzy cognitive map con-
structed using this strategy. In ASR 1 the viewer recalls
that ASR 1 connects to ASR 2 via an exit on the left side of
ASR 1 and since there is only one such exit the correct
choice is made. However, on the side of ASR 3 which con-
nects to ASR 4 there are two exits. One leads directly into
ASR 4 (see Figure 2 (b)) and one leads into an as yet unex-
plored region of the environment – this exit can be seen as
the lighter shaded gap in the boundary directly adjacent to
the exit into ASR 4 in Figure 2 (b). To visit ASR 4 from
ASR 3 the viewer must choose between these exits and
does so correctly (this time). If the incorrect exit had been
chosen a translation error would have occurred. This is the
case in Figure 3 (d) when the viewer does make a wrong
decision on which exit leads from ASR 3 into ASR 4. See
the paragraph which follows for a more detailed explana-
tion.

Figure 3 shows the results of applying the strategies of
both experiments to a longer traversal of the environment.
Figure 3 (a) shows the cognitive map constructed from
exact ASRs, (b) the cognitive map constructed when the
viewer has no locational information for the exits in a
fuzzy ASR, and (c) the cognitive map constructed when
the viewer remembers which side of the fuzzy ASR the
exits are on. Note that in all the situations, the viewer fails
to recognize ASR 3 when the local space is re-entered from
ASR 4 and a new ASR, ASR 8 is constructed. This is over-
laid on top of ASR 3 only for display convenience. There is
no such integration in the viewer’s “head” and a one
dimensional route-like structure is a better approximation
of the actual structure of this part of the cognitive map.
Figure 3(b) has the expected rotation error. A translation
error occurs at about fuzzy ASR 3 in both Figure 3 (b) and
Figure 3 (c). This is most noticeable in the way in which
fuzzy ASR 8 in particular, has shifted in relation to fuzzy
ASR 3 in the display. In deciding which exit leads from
fuzzy ASR 3 into fuzzy ASR 4 the viewer selects an erro-
neous one which is on the same side of the fuzzy ASR as
the correct one. In Figure 3 (c) it is just possible to make
out a corner of fuzzy ASR 4 underneath fuzzy ASR 5.
Unfortunately in Figure 3 (b) fuzzy ASR 4 is completely
hidden.

The third experiment shows the viewer exploiting the
structure of its fuzzy cognitive map to find its way back
along a previously traversed path and failing to do so. The
viewer firstly walked a path through its environment com-
puting the fuzzy cognitive map displayed in Figure 4 (b),
starting from the “home” ASR and ending at the ASR
labelled “walk’s end”. As in Figure 3 (b), the display por-
trays how the viewer imagines the individual ASRs are
connected when exits are chosen randomly. Figure 4 (a)
shows the accurate map that would be computed for the
same walk. The viewer remembered only that 10 ASRs had
been visited in turn and therefore attempted to go back

Figure 3.(a) a cognitive map computed from exact ASRs. (b) the viewer’s interpretation of a cognitive map 
computed from fuzzy ASRs where the viewer has no locational information for the exits. (c) the viewer’s 
interpretation of a cognitive map constructed from fuzzy ASRs where the viewer knows on which side of the 
fuzzy ASR the exits are located but not their exact position.
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through 10 ASRs. In Figure 4 (c) the viewer, on reaching
ASR10, turns around and heads for home. With no contex-
tual information available as a guide, and knowing only
that one of ASR 10’s exits leads into the next ASR along
the path, i.e. ASR 9, the viewer randomly chooses an exit.
It chooses correctly and enters ASR 9. Note that fuzzy
ASR 9 in Figure 4 (b) is a different shape to the one com-
puted in Figure 4 (c) because the ASR is entered from a
different side. When the viewer is in ASR 8 the wrong exit
is chosen to enter ASR 7, but this time realises it has
reached a dead-end, returns to ASR 8 and then makes the
correct choice. On entering ASR 5, the viewer is able to
reach ASR 3 of Figure 4 (b) directly so when ASR 5 is
exited the viewer thinks this ASR is ASR 4. ASR 2 of Fig-
ure 4 (b) is then entered as ASR 3. On exiting ASR 3 the
viewer takes the wrong exit, choosing the one which will
take it away from the “true” home ASR. Lastly the viewer
ends up back where it started in the ASR at the end of the
walk, but thinking the “home” ASR has been reached. 

 

CONCLUSION

 

By carefully controlling the amount of information made
available in a fuzzy ASR, it is hoped that future work will
show how a cognitive map is learned.
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Figure 4 (a) a cognitive map computed from exact ASRs (b) the viewer’s interpretation of a cognitive map computed 
from fuzzy ASRs where the viewer has no locational information for the exits. (c) the sequence of ASRs visited as 
the viewer tries to make its way home exploiting the structure of (b), i.e. tries to visit the ASRs in the reverse 
sequence to that in which they were originally computed.
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