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Abstract 
Genetic algorithm has achieved remarkable results 

in solving the problem of combinatorial optimization in 
the artificial intelligence area in recent years. However, 
efficient search for one reasonable best solution is still 
underway among the massive restricted conditions. This 
paper proposes an efficient genetic algorithm based on 
Item Response Theory (IRT) and enables effective 
search for optimal solution or near optimal solution 
under restricted conditions. By modify the evolutionary 
parameters and the goal function of the simple genetic 
algorithm, test quality is not only acceptable by test 
designers, but the practicability is also enhanced. The 
proposed method is a more effective tool for education 
assessment researcher as it successfully extends 
artificial intelligence-genetic algorithm applied in the 
educational assessment. 

 
 

1: Introduction 
 

Item Response Theory (IRT) is a test theory based 
on degree of item difficulty, degree of distinctiveness, 
degree of speculation and test subject ability indicators 
used in conducting analysis. Under unidimensional 
assumption, the following advantageous are observed: 
test subjects’ ability is assessed independently by items, 
degree of item difficulty and degree of discrimination is 
irrelevant to test subject sampling. The accuracy of 
ability assessment is assessable[10]. Also, in terms of 
test design, different test objectives are satisfactorily 
met. [1, 2, 7, 11, 20, 28] Therefore, when constructing 
the test, Item Response Theory not only surpasses 
Classical Test Theory, it is even likely to be replaced. 
During the process of test construction utilizing Item 
Response Theory, how test information function in 
selecting items and formulating a test that conforms to 
test formulators’ objectives depend on item selection 
strategies used [18]. Currently, both international 
TOEFL Test and local basic academic tests contain 
question items from the existing question item bank and 
a set of test is then compiled. Therefore, more and more 
scholars are now devoted in studies related to item 
selection strategy problems [18, 12, 16, 17, 19]. 

An item selection strategy problem is a 
combinatorial optimization problem. Time required in 
calculation increases in multiple folds as the question 

item bank increases in number of items [14]. So far, 
scholars have proved it to be a NP-hard problem [24] 
and this type of question involves many calculation 
steps in formulating the best solution. Genetic algorithm 
may be the answer to it. This technique has been widely 
applied in scientific and engineering problems [13, 23, 3, 
4, 5, 9, 21, 8]. What’s more, some scholars have also 
applied this simple genetic algorithm on number of test 
items and test information function, as well as item 
selection strategy problems that do not have additional 
limitations with rather outstanding results. [18, [19] 
Nevertheless, since tests demand versatility and item 
selection often involves constraints under different 
objectives [5, 15, 25, 26, 27], this type of question is 
called constrained optimization problem [5]. When 
solving a constrained optimization problem, the penalty 
function approach in genetic algorithm is regarded as 
the most popular method. It is easy and executable; 
however, the major concern is that “can an appropriate 
penalty parameter be found?” [5, 6] Thus, scholar 
Kalyanmoy Deb has proposed another kind of 
evolutionary technique in solving this problem. Its 
features include: there is no need for penalty parameter. 
Tournament selection operator is used to pair up and 
make comparisons. Then, Euclidean Distance and 
mutational calculations are used to maintain 
reasonability and versatility of solutions. At the same 
time, better efficacy can be achieved [5]. Yet, no scholar 
has applied it in item selection strategy problems under 
constrained conditions. 

In view of the above, simple genetic algorithm 
shows good results when used item selection strategy. 
However, there has not been an in-depth and clear 
discussion on the constrained conditions. Therefore, this 
paper has adopted the evolutionary technique in item 
selection strategy problems under multiple constrained 
conditions so as to ensure feasibility during item 
selection. In section 2, the simple genetic algorithm used 
in item selection will be introduced. In section 3, Deb 
genetic algorithm item selection strategy will be 
introduced. In section 4, hierarchical genetic algorithm 
item selection strategy will be introduced, in section 5, 
efficacy evaluation will be introduced. Finally, a 
conclusion is drawn with recommendations. 

 
2: Simple genetic algorithm in item selection 
strategy 
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In applying the GA to item selection problem, each 
chromosome string represents a set of test k, which 
contain number n bits (referring to Number of test items 
in the item bank = n) among which, m is 1 (number of 
test items = m) and the rest are 0. ix represents whether 

a test item is included in the test. (  Yes；1ix = 0ix =  
No) For each chromosome, we may calculate the 
information capacity of target test and the information 
capacity deviation from the newly constructed test. The 
squared root sum of this deviation is defined as part of 
the fitness function during the evolutionary process. 
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Through genetic computations such as reproduction, 
crossover and mutation, more desirable offspring is 
produced. The evolutionary process is as shown in Fig.1. 
(1) Setting the initial population of chromosome strings 
and parameters of the evolutionary process:  
Randomly generate n number of binary string forming P 
number of chromosomes. Each chromosome of number 
is 1 and the rest are 0. The crossover, mutation, and 
reproduction probabilities are set to Pc, Pm, and Pr 
respectively. The evolutionary algebra is , the 
initiation value is set at 0 and the maximum value 
is

T

_gener no . 
(2) Calculating the value of fitness function for all the 
chromosomes strings k in the population and finding 
optimize fitness : optchromosome
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Among which, 
( kE X  refers to target function 

( 1 ~ )q =  number constraint；  refers to total 
number of constraints 

q p

qC represents number  constraint including 
collective question items 

q

'
q qk k、   setting value for number constraint q

kr number of violating constraint 
Start

1.Randomly generate a 
population of chromosome

2.Caculate the fitness of each 
chromosome

Is the termination 
criterion satisfied?

3.1 Genetic operation: 
crossover 

3.3 Genetic operation: 
reproduction 

3.2 Genetic operation: 
mutation 

4. Stop

Yes

No

 
Figure1 . Flowchart for the GA evolutionary 
process 

 
(3) For each chromosome k in the population, complete 
the following genetic operations for generating P 
offspring. 

(3.1) Adopting two-point crossover, the offspring for 
each pair of parents is generated with the probability 
Pc. A section of the chromosome string in the 
offspring is the same as one parent and else is the 
same as the other parent. (As shown in Fig. 2) 

Figure2 . An illustration of the two-point 
crossover operation and 4 bits in the 
middle of chromosome strings which are 
exchanged in the offspring. 

crossover point               crossover point 

 

Parent:                    Offspring: 

A=0011 0011 001100             A’= 0011 1100 001100 

B=1100 1100 000000            B’= 1100 0011 000000 

crossover 
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(3.2) Adopting two-point mutation (mutation 
probability: pm) randomly select single 
chromosomes from the parent group and choose two 
positions. Mutation occurs when 0 is changed to 1 
and 1 is changed to 0. Gene then becomes the 
offspring. (As shown in Fig. 3) 

Figure3. An illustration of mutation operation 
for a chromosome with a 14-bit binary string, 
the two mutation points being randomly 
selected at the 5th and the 8th bit positions. 
 

(3.3) The best chromosome strings are found in the 
“parent” population having the reproduction 
probability Pr. These then become the offspring 
which make up the new population. 

(3.4) If the best chromosome in the offspring 
satisfies the requirements of the test designer, or the 
generation number reaches the maximum then the 
evolutionary process is stopped.  

Else, the generation number is increased by one, 

and the cycle continues again starting at step 2. 

(4) Stop. 
Finally, the optimize chromosome string is the 

optimal solution for item selection problems. 
 
3: Deb Genetic algorithm in item selection 
strategy  
 

Kalyanmoy Deb genetic algorithm is a penalty 
function approach that doesn’t require penalty parameter; 
however, this evolutionary technique has not been 
applied in item selection strategy problems under 
restricted conditions. This method is mainly based on 
simple genetic algorithm combined with the 
evolutionary technique by Kalyanmoy Deb (Deb) to be 
used in item selection strategies under multiple 
restricted conditions. It differs from simple genetic 
algorithm in two aspects: one is fitness function 
calculation method and the other is crossover method in 
genetic calculation. In the crossover method, when the 
two are both reasonable solutions, further selection is 
done depending on condition setting. The distance 
between two entities and deviation scale after crossover 
serves as standards for such selection. 

 
Advanced genetic algorithm parameter  

 
By applying Debgenetic algorithm as item selection 

strategy, it will utilize genetic algorithm parameter in 

improving item selection quality. The parameter is 
described as follows: 
(1)  value：prefix algebra, i.e. only prefix  is used 
for further selection determination 

t t

(2)  value：after crossover, the Euclidean Distance 
between two reasonable solutions (
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1P , 2P ) 
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Parent:                    Offspring: 

A=0011 0011 001100             A’= 0011 1010 001100  mutation 

The major differences in item selection strategy 
when compared with genetic algorithm are described in 
the following: 
(1) Fitness calculation： 
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(2) Genetic calculation－crossover calculation:  
Adopt two-point crossover method using tournament 

selection to select one from two entities. Then apply the 
following direction shown as follows: 

(2.1) When two reasonable solutions are 
compared, selection is done further depending on 
the following rule. 
 

( )  select smaller ( )
 

     the former combines with the reasonable solution to attain 
     ( )  the latter is selected

the former is selected

kif Ed Ed then E X
else

Ed
if Ed Ed then
else

<

<

threshold

threshold

     

 
   (2.2) When comparing a reasonable solution and an 
unreasonable solution, the reasonable solution is 
selected. 

(2.3) When two unreasonable solutions are 
compared, the unreasonable solution that is violates the 
constraint to a lesser extent is selected. 
 
4: Advanced Genetic algorithm in item 
selection strategy 

 
Advanced genetic algorithm (AGA) item selection 

strategy is modified the parameters setting of  
Kalyanmoy Debgenetic algorithm parameter including 
parameters such as the distance between  two new 
entity after crossover (Ed value), and prefix algebra（ t  
value. The main difference is Genetic calculation－
crossover calculation： 

Adopt two-point crossover method using tournament 

- 1501 -



selection to select one from two entities. The 
comparison method is as follows: 

(1) when two reasonable solutions are compared, 
selection is done further depending on the selection 
method used. 

 
( ) 

( )  select smaller ( )
 

     the former combines with the reasonable solution to attain 
     

k

if t t then

if Ed Ed then E X
else

Ed

<

<
threshold

threshold

(2) when comparing a reasonable solution and an 
unreasonable solution, the reasonable solution is 
selected. 
(3) When two unreasonable solutions are compared, 
the unreasonable solution with lesser violation of the 
constraint is selected. 
 

5: Efficacy assessment 
 

Since linear planning is most frequently applied 
in seeking optimized problems, this study has 
compared the efficacy of SGA, Deb, AGA, Greedy 
and Neural networks calculations with new linear 
planning (LP) [20] serves as reference for 
experimental results of LP. We coded a simulation 
tool to generate a virtual item bank containing 1000 
three-parameter items and constraints. The values of 
the parameters and attributes in the constraints were 
randomly generated to approximate a uniform 
distribution among their ranges. In order to compare 
the performance of the proposed method, consistent 
conditions, the restricted conditions, basic settings of 
genetic algorithm parameter are identical with the LP 
experimental model as described in the following: 

 
Question items in 
the question item 
bank 

1000 items 

Number of question 
items in the test 30 items 

Evolutionary 
algebra  

1000 algebra、1500 
algebra 

Target information 
capacity   

100 set of  
single-peak and 
double-peak each  
for 5 different ability 
levels (as show in 
table 1 and table2) 

Hierarchical genetic 
algorithm parameter 

 
6 7threshold thresholdEd t= =、

  This research enhances the mutation rate to 10% in 
order to enables each offspring have enough variability 
and avoid premature convergence, moreover, have the 
more rapidly converging speed and solution quality in 
1000 evolutionary generations. 

 
If the item bank contains 1000 questions, and 40 

items are to be selected, the restricted conditions are: 10 
+ 5 + 6 + 1 + 1000 =1022. So, the selected items must 
satisfy these 1022 constraints. Using various genetic 
algorithms, testing has been conducted 10 times to attain 
the mean of the squared root sum deviation. 
Experimental results： 
1. The deviated values of SGA, Deb, AGA, Greedy 

and Neural networks are all lesser than LP 
2. AGA deviated value improvement rate is good. 

As compared to LP, the mean improvement rate 
is as high as 99.96%.(As shown in table3) 

 
6: Conclusion and recommendation 
 

In the paper, we have improved the evolutionary 
technique of simple genetic algorithm, parameter 
setting strategy and conducted “multiple restricted 
conditions” item selection strategy. Also, the efficacy 
and feasibility have been assessed. In accordance 
with study results, the following concluding 
statements have been drawn: 

(1) The algorithm used in this paper effectively 
solved the problem of “multiple restricted condition” 
item strategy. The minimum deviated value is 
attained to provide a more practical technique that 
ensures better test quality that is acceptable by the 
test designer requirements. 

5
 

chromosome 100 sets 
crossover rate pc  =80% 
mutation rate pm  =10% 
reproduction rate pr  =10% 

Restricted condition  more then 10 content 
attributes 

(2) In generally, simple genetic algorithm only 
needs the fitness function information, moreover 
does not need other auxiliary information. Therefore, 
it should uses the various state fitness function, and 
save the computer resources to avoid the 
complicated mathematics operation [30]. Based on 
simple genetic algorithm, Kalyanmoy Deb 
evolutionary technique has been successfully 
combined. The “parameter-setting strategy” has also 
been improved. “  value” has been used to add 
versatility and increase the chance of convergence of 
“  parameter ” (to close the optimal value) During 
the evolutionary process, item selection problems 
have been successfully solved which greatly reduced 
the deviated value between constructed test 
information function and target information function. 
As compared to another new study-LP, results show 
that the advanced genetic algorithm proposed in this 
study produced better results than conventional LP. 
The improvement rate reaches as high as 99.96%. As 
compared to the method proposed by Kalyanmoy 
Deb, the improvement rate also reaches as high as 
62.12%. Genetic algorithm is not only used 
extensively under multiple restricted conditions, it 
also provides education assessors a more effective 

Ed

t
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tool and a practical technique to use. 
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Index of Ability Level  

 1 2 3 4 5 

Ability Level  -2.0 -1.0 0.0 1.0 2.0

Target Test  

Information  

4 6 12 6 4 

 

 

 

 

 

 

 

 
Table1. An example of the target test information function 

(one-peak shape) with ability levels ranging from –2 to 2. 
 

 

 
 

Index of Ability Level  

 1 2 3 4 5 

Ability Level  -2.0 -1.0 0.0 1.0 2.0

 

 

 

 

 
Target Test  

Information  

4 10 4 10 4  

 

Table2. An example of the target test information function 

(two-peak shape) with ability levels ranging from –2 to 2. 

 

 

  

 

 

Algorithm 
Item AGA LP SGA Greedy Neural Deb Approach Network 

one-peak shape distribution 0.000883 1.508440 0.021207 0.002153 0.6986 0.7416 
two-peak shape distribution 0.000873 2.551810 0.030765 0.003151 0.7251 0.6945 

Average of squared error 0.000878 2.030125 0.025986 0.002652 0.7119 0.7181 
Improvement（%） --- 99.956754 96.621392 66.894796 98.2664 98.6343 

Improvement（%）：  

：the errors(deviations) generated by AGA approach. 

Table3. The average deviation and improvement ratio for each solution generated by different methods. (1000-item) 

( ) / 100x AGA xerror error error− ×

AGAerror

xerror  ：the errors(deviations) generated by LP, SGA , Deb , Greedy or Neural Network approach.  

 
 

- 1504 -




