
Discriminant Analysis of Principal Componentsfor Face RecognitionWenyi Zhao1, Arvindh Krishnaswamy2, Rama Chellappa1Daniel L. Swets3, John Weng41Center for Automation Research, University of MarylandCollege Park, MD 20742-3275, USAEmail:fwyzhao, ramag@cfar.umd.edu2Electrical Engineering Dept, Stanford UniversityStanford, CA 94305, USA3Computer Science Department, Augustana CollegeSioux Falls, SD 57197, USA4Computer Science Dept, Michigan State UniversityEast Lansing, MI 48824-1027, USAAbstract. In this paper we describe a face recognition method based on PCA (Prin-cipal Component Analysis) and LDA (Linear Discriminant Analysis). The methodconsists of two steps: �rst we project the face image from the original vector spaceto a face subspace via PCA, second we use LDA to obtain a linear classi�er. Thebasic idea of combining PCA and LDA is to improve the generalization capabil-ity of LDA when only few samples per class are available. Using FERET datasetwe demonstrate a signi�cant improvement when principal components rather thanoriginal images are fed to the LDA classi�er. The hybrid classi�er using PCA andLDA provides a useful framework for other image recognition tasks as well.1 IntroductionThe problem of automatic face recognition is a composite task that involves de-tection and location of faces in a cluttered background, normalization, recognitionand veri�cation. Depending on the nature of the application, e.g. sizes of trainingand testing database, clutter and variability of the background, noise, occlusion,and �nally speed requirements, some of the subtasks could be very challenging.Assuming that segmentation and normalization haven been done, we focus on thesubtask of person recognition and veri�cation and demonstrate the performanceusing a testing database of about 3800 images.



There have been many methods proposed for face recognition. And one of thekey components of any methods is facial feature extraction. Facial feature could bea gray-scale image, a low-dimensional abstract feature vector, and it could be eitherglobal or local. There are two major approaches to facial feature extraction forrecognition, holistic template matching based systems and geometrical local featurebased schemes [1]. The algorithm we present belongs to the �rst category.2 LDA of Principal Components face recognition system2.1 PCA and LDAPrincipal Component Analysis is a standard technique used to approximate theoriginal data with lower dimensional feature vectors [2]. The basic approach is tocompute the eigenvectors of the covariance matrix, and approximate the originaldata by a linear combination of the leading eigenvectors. The mean square error(MSE) in reconstruction is equal to the sum of the remaining eigenvalues. Thefeature vector here is the PCA projection coe�cients. PCA is appropriate whenthe samples are from one class or group(super-class). In real implementation, thereare two ways to compute the eigenvalues and eigenvectors: SVD decomposition andregular eigen-computation. For e�cient way to compute or update the SVD, pleaserefer to [4, 3]. In many cases, even though the matrix is a full-rank matrix, thelarge condition number will create a numerical problem. One way around this isto compute the eigenvalues and eigenvectors for C + �I instead of C, where � is apositive number. This is based on the following lemma:Lemma 1 Matrices C and C+�I have same eigenvectors but di�erent eigenvalueswith the relationship: �C+�I = �+ � as long as �+ � is not equal to zero.On the other hand, LDA produces an optimal linear discriminant function f (x) =WTx which maps the input into the classi�cation space in which the class iden-ti�cation of this sample is decided based on some metric such as Euclidean dis-tance [17, 12, 13]. A typical LDA implementation is carried out via scatter matricesanalysis [2]. We compute the within and between-class scatter matrices as follows:Sw = 1M MXi=1Pr(Ci)�i (1)Sb = 1M MXi=1 Pr(Ci)(mi �m)(mi �m)T (2)Here Sw is the Within-class Scatter Matrix showing the average scatter �i ofthe sample vectors x of di�erent class Ci around their respective mean mi:�i = E[(x�mi)(x �mi)T jC = Ci] (3)Similarly Sb is the Between-class Scatter Matrix, representing the scatter of theconditional mean vectors mi's around the overall mean vector m.



Various measures are available for quantifying the discriminatory power [2], thecommonly used one being, J (W ) = kW TSwW kkW TSbW k : (4)Here W is the optimal discrimination projection and can be obtained via solvingthe generalized eigenvalue problem [10]:SbW = �SwW (5)The distance measure used in the matching could be a simple Euclidean, or aweighted Euclidean distance. It has been suggested that the weighted Euclideandistance will give better classi�cation than the simple Euclidean distance [8], wherethe weights are the normalized versions of the eigenvalues de�ned in (5). But it turnsout that this weighted measure is sensitive to whether the corresponding personshave been seen during the training stage or not. To account for this, we devised asimple scheme to detect whether the person in the testing image has been trainedor not and then use either a weighted Euclidean distance or a simple Euclideandistance respectively.2.2 LDA of Principal ComponentsBoth PCA and LDA have been used for face recognition [5, 6, 7, 8, 15, 16, 11].With PCA, the input face images usually needed to be warped to a standard facebecause of the large within-class variance [6, 7]. This preprocessing stage reducesthe within-class variance dramatically, thus improving the recognition rate.We �rst built a simple system based on pure LDA [8], but the performance wasnot satisfactory on a large dataset of persons not present in the training set. Theidea of combining PCA and LDA has been previously explored by Weng et al [15].Although the pure LDA algorithm does not have any problem discriminatingthe trained samples, we have observed that it does not perform very well for thefollowing three cases:1. when the testing samples are from persons not in the training set2. when markedly di�erent samples of trained classes are presented3. samples with di�erent background are presentedBasically this is a generalization problem since the pure LDA based system isvery much tuned to the speci�c training set, which has the same number of classesas persons, with 2 or 4 samples per class!Combining PCA and LDA, we obtain a linear projection which maps the inputimage x �rst into the face-subspace y, and then into the classi�cation space z:y = �Tx (6)z = W Ty y (7)z = W Tx x (8)



where � is the PCA transform, Wy is the best linear discriminating transform onPCA feature space, and Wx is the composite linear projection from the originalimage space to the classi�cation space. After this composite linear projection,recognition is performed in the classi�cation space based on some distance measurecriterion.3 ExperimentsTo process the face images, we manually locate the eyes and then perform geometricnormalization with the eye locations �xed and perform intensity normalization,histogram equalization or zero mean unit variance. The normalized image size ischosen to be 48 � 42 since similar performance has been observed with the imagesize 96� 84 in our experiments.To obtain the principal components, we used 1038 FERET images from 444classes (These images are so-called training set which was distributed to participantsprior to the FERET test, the gallery set and the probe set were either constructedby ourselves for our own experiments or distributed during the test for the FERETtest). Then we retained eigenvectors corresponding to the top 300 eigenvalues,based on the observation that the higher order eigenvectors do not look like aface (�gures 3, 4). A wrong choice of this number will result in bad performance.We have tested the algorithm that performs LDA on principal components usingthe �rst 15 eigenvectors and 1000 eigenvectors on both USC dataset and Stirlingdataset. Both choices produced lower scores while the latter choice did better thanthe pure LDA algorithm. Since an orthonormal linear projection can be viewedas projection onto a set of bases, we can visualize these bases. Three di�erentsets of bases from three di�erent linear projections are shown here: (1) pure LDAprojection W (�gure 1), (2) pure PCA projection � (�gure 3), and (3) PCA + LDAprojection Wx (�gure 2). All these bases are computed using the FERET trainingset, the PCA + LDA bases being based on the �rst 300 PCA bases.3.1 Our experimentsAll the experiments conducted here are similar to the FERET test: we have agallery set and a probe set. In the prototyping stage, the weights that characterizethe projections of images in the gallery set are computed. In the testing stage, theweights that characterize the projections of images in the probe set are calculated.Using these weights and the nearest-neighbor criterion, for each image in the probeset a rank ordering of all the images in the gallery set is produced. The cumulativematch score in �gure 6 is computed the same way as in FERET test [9].3.1.1 Comparison of LDA and LDA of Principal ComponentsTo test our system (�gure 5), we constructed a gallery set which contains 738images, with 721 from the FERET training set and 17 from the USC dataset [18].



The probe set has 115 images with 78 images in the training set, 18 images fromthe FERET data set but not trained, and 19 images from the USC dataset.For the 78 trained images, both system works perfectly even though most ofthese images do no appear in the gallery set. But for the other 18 and 19 imagesfrom the FERET and USC datasets, the performance between these two methodsis quite di�erent.Figure 6 shows the performance comparison between pure LDA with di�erent in-tensity preprocessing and LDA of principal components with histogram equalizationpreprocessing.3.1.2 Sensitivity test of LDA of Principal ComponentsIn addition to the above experiments, we also conducted a sensitivity test. We tookone original face image, and then electronically modi�ed the image by creatingocclusions, applying Gaussian blur, randomizing the pixel location, and addingarti�cial background. Figure 7 shows the various electronically-modi�ed face imageswhich have been correctly identi�ed.3.2 FERET testAlthough we are not one of the participants in the FERET program, we agreedto take the FERET test in September 1996 to test the e�cacy of the pure LDAapproach. The gallery and probe datasets had 3323 and 3816 images respectively.Thus for each image in the probe set we produced a set of 3323 ordered images fromthe gallery set. The detailed description of the FERET test can be found at [9].In March 1997, we re-took the FERET test to test the e�ect of di�erent intensitypreprocessing for LDA and also to test the improvement due to LDA of PrincipalComponents. Figure 8 shows a signi�cant improvement of LDA of principal com-ponents approach over LDA in every category 1. More recently, some preliminaryresults show that our system's performance for the task of person veri�cation isvery competitive.3.3 Faces and Other Objects CombinedIn order to test the performance when objects include more than faces, we exper-imented with image database that include human faces as well as other naturalobjects. The face part used in this combination test was organized by individual;each individual had a pool of images from which to draw training and test datasets. Each individual had at least two images for training with a change of ex-pression. The images of 38 individuals (182 images) came from the Michigan StateUniversity Pattern Recognition and Image Processing laboratory. Images of indi-viduals in this set were taken under uncontrolled conditions, over several days, and1Even though the zero-mean-unit-variance preprocessing showed better results for pure LDAapproach than histogram-equalization on the experiment reported in �gure 6, the FERET testshowed inferior performance. The plots here are only for the histogram-equalization preprocessingcase.



No. of training images 1316 from 526 classesNo. of test images 298 from 298 classesNo. nodes in the tree 2388No. of explored paths 10Top one 95.0%Top 10 99.0%Table 1: Summary of experiment for faces and other objects.under di�erent lighting conditions. 303 classes (654 images) came from the FERETdatabase. All of these classes had at least two images of an individual taken undercontrolled lighting, with a change of expression. 24 of these classes had additionalimages taken of the subjects on a di�erent day with very poor contrast. Sixteenclasses (144 images) came from the MIT Media lab under identical lighting condi-tions (ambient laboratory light). Twenty-nine classes (174 images) came from theWeizmann Institute, and are images with three very controlled lighting conditionsfor each of two di�erent expressions. The nonface objects includes a wide range ofscenes, ranging from street signs to aerial photographs. A small sample of imagesfrom the classes learned is given in Figure 9. The views di�er in expression, viewingangle, lighting, etc.Most classes in the database were represented by two images, and 19% of theclasses had three or more images, up to twelve for some objects (e.g., �re hydrant).Each image consisted of a well-framed object of interest. The di�erent images fromeach class were taken either in a di�erent setting or from a di�erent angle; wherepossible a change in the lighting arrangement was used to provide variation in thetraining images.Following training, the PCA+LDA method was tested using a test set completelydisjoint from the training set of images. In this version, the tree index methodexplained in [14] was also used. At each node of the tree, a new projection matrix iscomputed based the training samples belonging to the node. Each projection matrixrepresents PCA projection followed by LDA projection. The subspace created bythe projection matrix is used to determine the further partition of the sample space,one child node is assigned with the samples falling into the region represented by thechild node. Such recursive partition is carried on for every node until the samplesassigned to the node belong to a single class. In order words, the PCA+LDAprojection is applied recursively to smaller and smaller sets of samples, and thusbetter separating classes while the number of classes become small deep down thetree. The data that show the improvement of recognition rate and the speed gaindue to this recursive PCA+LDA tree partition can be found in [14]. A summary ofthe results using this tree-based PCA+LDA system is shown in Table 1.In the experiments further conducted, we trained the system using training sam-ples arti�cially generated from the original training samples to vary in (a) 30% ofsize, (b) positional shift of 20% of size and 20% of size; (c) 3D face orientation by
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Figure 1: The �rst �ve pure LDA basesFigure 2: The �rst �ve PCA + LDA basesThe average face and �rst four eigenfacesEigenfaces 15, 100, 200, 250, 300Figure 3: Useful eigenfacesEigenfaces 400, 450, 1000, 2000Figure 4: Suspicious eigenfaces: statistically insigni�cant.
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Figure 5: The generalized LDA face recognition system
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Original imageFigure 7: Electronically-modi�ed images which have been correctly identi�ed.
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person 0 person 1 person 2 person 4 person 5 person 6digit 9 truck car centersign chair mouseseated cup currency desk dog doorhandleegg sharpener house hydrant impacth IS45signFigure 9: Representative images from the di�erent classes. Images are shown with-out the pixel weighting, which applying a di�erent weight to each pixel, with de-creasing weight from the center to the periphery. This pixel weighting tends tosuppress the background around the periphery.


