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Working With Missing Values

Less than optimum strategies for missing values
can produce biased estimates, distorted statistical
power, and invalid conclusions. After reviewing
traditional approaches (listwise, pairwise, and
mean substitution), selected alternatives are cov-
ered including single imputation, multiple imputa-
tion, and full information maximum likelihood
estimation. The effects of missing values are illus-
tratedfor alinear model,and a series of recommen-
dations is provided. When missing values cannot
be avoided, multiple imputation and full informa-
tion methods offer substantial improvements over
traditional approaches. Selected results using
SPSS, NORM, Stata (mvis/micombine), and Mplus
are included as is a table of available software
and an appendix with examples of programs for
Stata and Mplus.

Traditional approaches for working with miss-
ing values can lead to biased estimates and may
either reduce or exaggerate statistical power.
Each of these distortions can lead to invalid
conclusions. Missing values are endemic across
the social sciences (Juster & Smith, 1998), and
family studies is no exception. King, Hopnaker,
Joseph, and Scheve (2001) found that about
50% of the participants in political survey data
have missing values, and family research often
approximates this level of missing values. Many
of the major data sets that are utilized in articles
appearing in family journals have serious prob-
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lems with missing values. This is true even for
large public use data sets such as the National
Survey of Families and Households, the
National Longitudinal Survey of Youth, the
General Social Survey, the Panel Study of
Income Dynamics, and the Survey of Income
and Program Participants. I address several
questions in this article: Why are missing values
a concern? How good are traditional ap-
proaches? Is it better to drop cases than to
“make up” values? What new strategies are
available? What are their strengths and pitfalls?

There are many types of studies for which
missing values are an issue. I focus on survey
analysis, but missing values are a problem for
experimental designs and administrative data as
well. Specifically, this article covers options
that are available when a person agrees to par-
ticipate, but then does not complete all the
items. Methods for the case where a person
misses a wave of a panel study, or drops out of
the study prior to completion, are noted but not
developed here. Much has been written regard-
ing missing values in the statistical literature.
Over the past decade, numerous strategies were
introduced to family scholars that are innovative
improvements over traditional approaches (Alli-
son, 2002; Little & Rubin, 1987, 2002; Roy-
ston, 2005; Schafer, 1997; van Buuren, Brand,
Groothuis-Oudshoorn, & Rubin, in press). For
technical treatments of the topic, consult Little
and Rubin (2002), Schafer, or van Buuren et al.
Here, I focus on practical issues, applications,
and guidelines for family scholars.

I begin with a discussion of types of missing
values and when they are a problem. After noting
the importance of missing values analysis, I pre-
sent a critical review of traditional approaches
to working with missing values (i.e., listwise
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deletion, pairwise deletion, indicator variable,
and mean substitution). A relatively nontechnical
review of the newer solutions that involve single
imputation, multiple imputation, and full infor-
mation maximum likelihood estimation follows.
Finally, I illustrate several approaches with differ-
ent kinds of missing values and I conclude with
a series of recommendations.

TYPES OF MISSING VALUES

There are several classifications of missing val-
ues. These classifications influence the optimal
strategy for working with missing values. This
section covers data that are missing by defini-
tion of the subpopulation, missing completely at
random (MCAR), missing at random (MAR),
and nonignorable (NI) missing values.

Missing by Definition of the Subpopulation

Some survey participants are excluded from the
analysis because they are not in the subpopula-
tion under investigation. If the researcher is
comparing the social networks of married
women to those of unmarried, lesbian women,
then dropping all men and all unmarried women
who are not lesbians is appropriate because they
do not fit the focus of the study. These respon-
dents, then, are missing from the analysis by
definition. An investigator needs to eliminate
them from the data before describing any prob-
lems with missing values. An author should
note the total sample size and then state the
number of participants who fit the definition of
the study population, namely, those participants
who were married women or unmarried, lesbian
women. It is important to distinguish between
observations that are deleted by the nature of
the subpopulation being studied and observa-
tions that should be included but who have
missing values. Only the latter are problematic.
Most surveys have several codes for missing
values to distinguish participants who should be
treated as missing by definition from those for
whom it is appropriate to impute values. The
codes often distinguish among respondents who
(a) refused to answer, (b) answered that they
don’t know, (c) have a valid skip, or (d) were
skipped by interviewer error. A researcher
should only impute values for participants who
are in the subpopulation being investigated.
Usually, for example, valid skips should not be
imputed, although people who were skipped by
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interviewer error should be imputed. The dis-
tinctions between types of missing values
are lost in data sets when only a single code
(e.g., —9, dot) is used.

Distinguishing between those who are miss-
ing by definition and those who should have an
imputed value is sometimes difficult. As noted
by Little and Rubin (2002), deciding what to do
with people who respond that they don’t know
is especially challenging. In some situations,
a don’t know response may be halfway between
agree and disagree. For example, if asked to
rate your marital satisfaction on a very satisfied
to very dissatisfied scale, one researcher may
say that don’t know is halfway between satisfied
and dissatisfied and assign the corresponding
value. Another researcher may feel that doing
so is not justified. Participants may say don’t
know because they are ambivalent; that is,
sometimes extremely satisfied and sometimes
extremely dissatisfied, but never halfway
between the two. Giving participants a score
that is halfway between satisfied and dissatisfied
or imputing a value for them in some other way
may not make sense from this perspective
because the response options do not make sense
to participants. The don’t know option is also
problematic when answering the question re-
quires special knowledge. If people in the
United States were asked to rate the average
marital satisfaction of women in the Ukraine,
they may answer don’t know because they are
unsure where the Ukraine is, much less know
anything about gender and marital satisfaction
in that country. This does not mean they are
halfway between high and low; it does mean
the item is not meaningful to them. Thus,
imputing a value for them might be inappropri-
ate. The researcher might define people who do
not have an opinion as legitimately not part of
the subpopulation being studied.

Defining the subpopulation for the study,
eliminating people who do not fit this domain,
and imputing values that are missing must be
done with great care. These decisions need to
be clear to the reader, but the reality is that far
too few papers are clear in their decision-making
process. A cursory review of major family jour-
nals indicates that some authors do little in the
way of clarifying the process by which missing
values or attrition reduced the sample size, nor
do they explicate how these problems introduce
potential bias in their findings. Once a data set
is reduced to those participants who should
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have data, an analysis of missing values and
attrition is necessary. Participants who have
missing values, whether they skipped individual
items or dropped out of a wave of a longitudinal
study, should be compared to those who are
analyzed. This comparison can be done using
a % test or ¢ tests of variables for which there is
information. Suppose 100 fathers are missing in
the second wave of a three-wave study. This is
an example of attrition. Do the 100 fathers who
have 100% missing values at Wave 2 differ on
education, race, and so on, using Wave 1 data?
Significant differences will alert the reader to
potential bias in the findings. Perhaps the people
who dropped out had lower education at the
time of Wave 1. Thus, the findings underrepre-
sent people with limited education, and this
may cause a bias in the result.

When there is a single wave of data, it is
common for 30% of participants not to answer
questions about their income. Much can be
known about participants with missing values
on such individual items. As with attrition anal-
ysis, the participants with missing values can be
compared to those without missing values on
available variables.

On the one hand, both missing values and
attrition analysis alert readers to potential biases
and the limits to the value of the research for
generalizing. On the other hand, if there are few
statistically or substantively significant differen-
ces between those who were dropped and those
who were analyzed, then this reassures the
reader of the strength of the analysis and of the
generalizability of the findings. A summary of
these comparisons can be presented in a simple
table. It is recognized that such analyses are not
a fully adequate test of whether the data are
missing randomly.

Missing Completely at Random

The idea of values missing completely at ran-
dom appears in every technical paper on miss-
ing values. The term has a precise meaning
(Little & Rubin, 1987; Rubin, 1977): Thinking
of the data set as a large matrix, the missing val-
ues are randomly distributed throughout the
matrix. This rarely happens in family studies
because it is well established that men, individ-
uals in minority groups, people with high in-
comes, those with little education, and people
who are depressed or anxious are less likely
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than their counterparts to answer every item in
a questionnaire.

MCAR is an unreasonable assumption for
many family studies. One exception is when
data are missing by design. Giving a 100-item
interview to children between ages 5 and 9
would create a serious fatigue problem. A
researcher might randomly select 20 items for
each child and just ask those items. Because
80% of the values for each child will be miss-
ing, using listwise or casewise deletion (see
below), it is likely there would be no usable
observations. These data, however, would meet
the assumption of MCAR because the random
process would insure that whether a child
answers any one item is unrelated to the child’s
score on any of the 100 items. Modern ap-
proaches to missing values allow researchers to
estimate population parameters that are un-
biased compared to the results that would have
been obtained if each child answered all 100
items and did not get fatigued in the process.
The only limitation is that uncertainty is intro-
duced by the imputation process, and this uncer-
tainty reduces statistical power compared to
having complete data.

Missing at Random

MAR is a more realistic assumption for family
studies. The missing data for a variable are
MAR if the likelihood of missing data on the
variable is not related to the participant’s score
on the variable, after controlling for other vari-
ables in the study. These other variables provide
the mechanism for explaining missing values.
In a study of maternal depression, 10% or more
of the mothers may refuse to answer questions
about their level of depression. Suppose a study
includes poverty status coded as 1 = poverty
status, 0 = not in poverty status. A mother’s
score on depression is MAR if her missing val-
ues on depression do not depend on her level of
depression, after controlling for poverty status.
If the likelihood of refusing to answer the ques-
tion is related to poverty status but is unrelated
to depression within each level of poverty sta-
tus, then the missing values are MAR. The issue
of MAR is not whether poverty status can pre-
dict maternal depression, but whether poverty
status is a mechanism to explain whether
a mother will or will not report her depression
level (pattern of missingness).
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A variable is a mechanism if it helps to
explain whether or not a respondent answers
a question (Raghunathan, 2004; Schafer, 1997).
Although family studies often have a huge
problem with missing values, there is some
understanding of the mechanism. Just as impor-
tantly, several of these mechanisms are included
in most large surveys. Common mechanisms
include education, race, age, gender, and indica-
tors of psychological well-being. There may be
other mechanisms that cannot be used because
they are unmeasured. In addition to variables
serving as mechanisms for missingness, there
may be other causes such as sampling design.
The MAR assumption is valid if it can be
assumed that the pattern of missing values is
conditionally random, given the observed val-
ues in the mechanism variables. These variables
that serve as mechanisms explaining missing-
ness may or may not be part of the theoretical
model the researcher is using to explain the out-
come variable.

NI Missing Values

Data may be missing in ways that are neither
MAR nor MCAR, but nevertheless are system-
atic. In a panel study of college students where
an outcome variable is academic performance,
there is likely to be attrition because the stu-
dents who drop out of college and are lost to the
study are more likely to have low scores on aca-
demic performance. Ways to model NI data are
beyond the scope of this paper but are addressed
in Muthén and Muthén (2004).

TRADITIONAL APPROACHES TO
WORKING WITH MISSING VALUES

Traditional approaches to working with missing
values include listwise deletion, pairwise dele-
tion, mean substitution, and inclusion of an
indicator variable. Here, I describe each of these
approaches and point to situations in which
each approach is problematic.

Listwise or Case Deletion

Listwise or case deletion is the most common
solution to missing values. It is so common that
it is the default in standard statistical packages.
Many researchers comment that this approach is
conservative and that they do not want to
“make up” data, but listwise deletion typically
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results in the loss of 20%—50% of the data. Of
greater concern, it often addresses missing val-
ues in a systematic way. If the assumption of
MCAR is met, then listwise deletion is conser-
vative because the smaller sample size will
inflate the standard errors and reduce the level
of significance. Therefore, in cases where the
assumptions of MCAR are met, the conserva-
tism means increasing the risk of a Type II
error. Such reduced power may not be as seri-
ous with a large sample.

If the data do not meet the assumption of
MCAR, listwise deletion may yield biased esti-
mates. Generally, there will be a bias because
the complete cases may be unrepresentative of
the population; for example, less educated,
more mental health problems, and so on (but
see Graham & Donaldson, 1993, for a descrip-
tion of special cases where estimates may not
be biased under MAR). In the multivariate case,
the bias caused by listwise deletion may exag-
gerate some effects or underestimate others. In
either case, the estimates will be incorrect. The
bias can even reverse the direction of effects as-
serting negative relations that are actually posi-
tive and positive relations that are actually
negative (Acock, 1989; Anderson, Basilevsky,
& Hum, 1985; King et al., 2001). King et al.
estimate that political science articles, on aver-
age, are one standard error farther removed
from the truth because of listwise deletion; their
point estimators can be either too high or too
low. Listwise deletion can give biased estimates
of point estimators even when data are MAR
(see von Hippel, 2004).

In sum, if the missing values are MCAR, then
listwise deletion will give unbiased estimates
and the only cost is a reduction in statistical
power. If there is a sufficiently large sample,
power is not an issue, and the pattern of missing
values is completely random, then the listwise
solution is a reasonable strategy. If there is not
a large sample, however, or the missing values
are not MCAR, then listwise deletion is not an
optimum strategy.

Pairwise Deletion

Pairwise deletion is rarely used in family stud-
ies, although it is available in many software
programs. Pairwise deletion uses all available
information in the sense that all participants
who answered a pair of variables are used to
estimate the covariance between those variables
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regardless of whether they answered other vari-
ables. For example, the covariance between
income and depression might be based on 50%
of the participants who answer both of the
items, but the covariance between number of
children and age of oldest child might be based
on 99% of the participants who answered both
of those items.

One reason pairwise deletion is unpopular is
that it can produce a covariance matrix that is
impossible for any single sample. Specifically,
because each covariance could be based on
a different subsample of participants, the covari-
ances do not have the constraints they would
have if all covariances were based on the same
set of participants. It is possible that the pair-
wise correlation matrix cannot be inverted, a
necessary step for estimating the regression
equation and structural equation models. This
problem may appear in the program output as
a warning that a matrix is not positive definite.
This problem can occur even when the data
meet the assumption of MCAR.

A final issue with pairwise deletion is that it
is difficult to compute the degrees of freedom
because different parts of the model have differ-
ent samples. Selecting the sample size using the
correlation that has the most observations would
be a mistake and would exaggerate statistical
power. Selecting the sample size using the cor-
relation that has the fewest observations would
reduce power. The advantage of pairwise dele-
tion over listwise deletion, however, is that pair-
wise deletion uses all the information observed.

Mean Substitution

Some researchers use mean substitution, and
some programs make this option simple to use.
For example, SPSS has a box the researcher can
check to do it automatically. Use of the mean
substitution option may be based on the fact that
the mean is a reasonable guess of a value for
a randomly selected observation from a normal
distribution. With missing values that are not
strictly random, however, the mean substitution
may be a poor guess. People who are at the mid-
dle of distribution on most variables tend to be
the most likely to answer questions. People at
the extremes more often refuse to answer ques-
tions. Bill Gates, a cofounder of Microsoft,
would not be likely to give an interviewer his
annual income in a telephone survey. If a sample
mean of M = $45,219 was substituted for his
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missing income data, it would be a very bad
guess. Similarly, people who are very poor may
be reluctant to share this information in a tele-
phone interview and estimating their income at
$45,219 is also a poor guess. This potential bias
applies to many variables studied by family
scholars. For instance, people who are very
depressed are more likely to skip items measur-
ing depression, so substituting a mean score for
these participants would make no sense.

Mean substitution is especially problematic
when there are many missing values. If 30% of
the people do not report their income and
$45,219 is substituted for each of them, then
30% of the sample has zero variance on income,
thus greatly attenuating the variance of income.
This attenuated variance leads to underestimat-
ing the correlation of income with any other
variable.

Figure 1 illustrates how the use of mean sub-
stitution distorts the distribution and variance of
reported years of education. The graph with no
missing values has an SD = 3.10; it serves as
our reference. With 40% of the scores on educa-
tion MCAR, the standard deviation is similar,
SD = 3.25. Although the distribution has fewer
observations because of the missing values, the
shape of the distribution is not distorted. The
distribution when the mean is substituted for
40% of observations with missing values is
completely distorted and has a greatly reduced
standard deviation of just 2.49.

Some speculate that mean substitution will
always have a conservative bias, but this is mis-
taken. The more missing values for the educa-
tion variable that are given the same value, the
greater the attenuation of the variance, and the
greater the bias of the parameter estimate for
the effect of education toward zero. Because
different variables have different amounts of
attenuation, some may have their partial effects
overestimated and most will have their partial
effects underestimated. Thus, the B for educa-
tion with so many missing values will be under-
estimated, whereas the B for another variable
with no missing values might be overestimated
(Acock, 1989).

Mean substitution for subgroups. The mean
substitution approach substitutes the mean for
subgroups (Acock & Demo, 1994). Instead of
substituting the mean household income for
people not reporting their household income,
a researcher might first categorize the sample by
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FIGURE 1. MEAN SUBSTITUTION DISTORTS DISTRIBUTION AND ATTENUATES VARIANCE
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marital status and compute the mean for each
status. The mean for married people would be
higher than the mean for never-married people.
Although everybody within each category would
have the same mean and this would attenuate the
variance, it would both (a) be a better estimate
and (b) preserve more variance than giving
everyone with a missing value the overall mean.

Indicator/Dummy Variable Adjustment

Cohen and Cohen (1983) and Cohen, Cohen,
West, and Aiken (2003) popularized a strategy
of creating an indicator variable for missing val-
ues. If there is a single predictor, say marital
conflict, a binary indicator variable is created
that is coded as 1 if the value for marital con-
flict is missing and 0 if the value for marital
conflict is present. Next, those people who have
missing values on marital conflict are assigned
the mean for marital conflict. (Actually, any
arbitrary value will work as well.) When the
model is estimated, the regression estimates will
be the same as they were using listwise deletion,
and the indicator variable will represent how
much those with missing values differ on the
mean of the outcome variable. Although this
approach yields the same parameter estimates

as does listwise deletion, it gives a false sense
of statistical power. The additional indicator
variables will, of course, use up a few degrees
of freedom. For large samples, this loss of de-
grees of freedom will lead to far less loss of
power than the artificially inflated sample size
will exaggerate power. The researcher will have
the full sample size rather than the listwise sam-
ple size, and the inflated sample size does not
reflect the uncertainty associated with the miss-
ing values.

When researchers have multiple predictors,
they can create a missing value indicator vari-
able for each predictor. Because people who
skip one item often skip other items, this use of
several indicator variables can create a multicol-
linearity problem. Also, the parameter estimates
will not be the same as with listwise deletion
when there are multiple predictors. The indica-
tor variable approach therefore can lead to
biased estimates (Jones, 1996).

Summary of Traditional Approaches

Although often used, none of the traditional ap-
proaches described is an optimal solution for
missing values except under specialized circum-
stances. These approaches can result in serious
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biases in a positive or a negative direction,
increase Type II errors, and underestimate cor-
relations and B weights. Listwise deletion works
reasonably well if values are MCAR and the
sample is large. Unfortunately, the MCAR
assumption is often unreasonable and it is mis-
leading to call listwise deletion conservative in
any sense other than increasing Type II errors.
Pairwise deletion works reasonably well when
researchers assume missing values are MCAR,
but it can produce a covariance matrix that is
not positive definite. Pairwise deletion may be
less biased than other options when researchers
assume MAR and have appropriate mechanisms
included as covariates but the appropriate de-
grees of freedom for tests of significance are
ambiguous. Mean substitution may be the worst
choice because it attenuates variance and can
produce inconsistent bias when there is great
inequality in the number of missing values for
different variables.

MODERN ALTERNATIVES FOR WORKING
WITH MISSING VALUES

Several newer approaches for dealing with
missing values exist, and most software pro-
grams now offer options that are more reason-
able than the traditional approaches. Note that
hot-deck imputation (not discussed here) has
long been available and has advantages over
other traditional approaches, but it has rarely
been used in family studies (see, e.g., Sande,
1983). Expectation maximization (EM) as im-
plemented in SPSS can impute a single new
data set that has no missing values. Multiple
imputation improves on this approach by using
the consistency (or inconsistency) of estima-
tions derived from multiple imputations as addi-
tional information, and it can estimate standard
errors that are unbiased. A growing variety of
software packages offer slightly different imple-
mentations of this approach. Structural equation
modeling software and some multilevel soft-
ware offer a full information maximum likeli-
hood solution to missing values. In this
approach, missing values are not imputed, but
all observed information is used to produce the
maximum likelihood estimation of parameters.
Advocates of each approach are typically critics
of alternatives, but often the criticisms have lit-
tle consequence for practical data analysis. I
briefly review these approaches by focusing on
specific software implementations. References
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to technical explanations of each strategy are
provided. Together, these approaches represent
improvements over traditional approaches.

Single Imputation Using EM

EM is a maximum likelihood approach that can
be used to create a new data set in which all
missing values are imputed with maximum like-
lihood values. This approach is based on the
observed relationships among all the variables
and injects a degree of random error to reflect
uncertainty of imputation. An explication is
available in Dempster, Laird, and Rubin (1977),
and a short summary is available at http://
www.cs.brown.edu/research/ai/dynamics/tutorial/
Documents/ExpectationMaximization.html. T do
not give a detailed description of the process
here. Values are imputed iteratively until succes-
sive iterations are sufficiently similar. Each suc-
cessive iteration has more information because it
utilizes the information from the preceding itera-
tion. This iterative process is continued until the
covariance matrix for the next iterations is virtu-
ally the same as that for the preceding iteration.
This iterative maximum likelihood process usu-
ally converges quickly, but if there are many
missing values and many variables, it can
involve a great deal of computer time.

One way to do single imputation is to use
a missing values module that is optional with the
SPSS package. This SPSS MVA (missing value
analysis) module will impute missing values
using a variation of the EM approach. In addition
to providing the imputed values, SPSS’s imple-
mentation of EM provides useful information on
patterns of missing data and differences between
cases with and without imputed values.

In an article in The American Statistician,
von Hippel (2004) was critical of the way SPSS
implements EM in the MVA module. A key
aspect of EM single imputation is that the new
data set with no missing values incorporates
a random disturbance term for each imputed
value to reflect the uncertainty associated with
the imputation. von Hippel is critical of how
SPSS’s MV A module does this. He stated,

The final method, expectation maximization
(EM), produces asymptotically unbiased esti-
mates, but EM’s implementation in MVA is lim-
ited to point estimates (without standard errors)
of means, variances, and covariances. MVA can
also impute values using the EM algorithm, but
values are imputed without residual variation, so
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analyses that use the imputed values can be
biased. (von Hippel, 2004, p. 160)

von Hippel acknowledges that although SPSS
does not add the residual variation appropriately,
it makes an adjustment later in the process. If a
researcher chooses to do single imputation, there
are freeware programs available that may be
superior to SPSS. An example is Graham’s pro-
gram EMCOV, available at http://methodology.
psu.edu/downloads/EMCOV.html. The NORM
and Stata programs discussed in the next section
also will produce single imputations.

Multiple Imputation

Single imputation using EM is an important
advance over traditional approaches, but it has
one inherent flaw. Because single imputation
omits possible differences between multiple
imputations, single imputation will tend to under-
estimate the standard errors and thus overestimate
the level of precision. Thus, single imputation
gives the researcher more apparent power than
the data justify. Multiple imputation (m separate
data sets are imputed) allows pooling of the
parameter estimates to obtain an improved
parameter estimate. Multiple imputations produce
a somewhat different solution for each imputa-
tion. If these m solutions were very similar, this
would be evidence supporting the imputation. If
these solutions differed markedly, however, then
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it is important to incorporate this uncertainty into
the standard errors. Multiple imputation allows a
researcher to incorporate this missing data uncer-
tainty. (For more information, see http://www.
stat.psu.edu/~jls/mifaq.html#whatis.)

Multiple imputation involves a three-step
process as shown in Figure 2. Depending on the
software being used, the process can be tedious.
For example, a highly respected multiple impu-
tation freeware package called NORM (Schafer,
1999) requires saving the data set from the stan-
dard software (e.g., SAS, SPSS, or Stata) as
a plain text file, importing this file into NORM,
generating 5-10 imputed data sets, exporting
these back to the standard software, running the
analysis for each of the 5-10 imputed data sets,
recording the parameter estimates and standard
errors into an ASCII file, entering these back
into NORM, and then pooling the results. Other
programs such as Mplus and Stata are capable
of importing the data sets imputed by NORM
and combining the results in a single step. SAS
(MI and MIANALYZED) and Stata (ice, mvis,
and micombine) simplify this further by doing
both the multiple imputations and the pooling
of estimates without using other programs.
Mplus and HLM cannot generate their own
multiple data sets, but they can read the m data
sets imputed by NORM and pull the estimates.

It is reasonable to expect that all major soft-
ware packages will incorporate multiple im-
putation methods over the next few years. If a

FIGURE 2. THREE STEPS TO MULTIPLE IMPUTATION

Step 1—Create 5 to 10 data sets
using data augmentation

Step 2—Estimate the model
(e.g., regression, logistic

regression, SEM) separately for
each of the 5 to 10 data sets
using data augmentation

\ 4

Step 3—Compute pooled
estimates of the parameters and
standard errors using the 5 to 10
solutions
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researcher does not have access to software that
can handle multiple imputation in an integrated
way, one solution is to do a single imputation
for the preliminary analysis with that data set.
Then, once the researcher is confident in the
model, it is possible to use the multiple imputa-
tion only on the final model. The technical ad-
vantages of multiple imputations compared to
single imputation are unarguable because multi-
ple imputation allows for unbiased standard
errors and single imputation does not.

How is the imputation performed? Programs
vary in their capabilities. SAS offers three meth-
ods: (a) regression model, (b) propensity score
method, and (c) a collection of techniques called
Markov chain Monte Carlo (MCMC). The
MCMC approach is advocated by Schafer
(1997), who implements this approach in NORM
and Stata. A technical explanation of this ap-
proach is provided by van Buuren, Boshuizen,
and Knook (1999) and at http://www.multiple-
imputation.com.

How are the imputations combined? Each
parameter estimate is simply the mean of the m
estimates, where m is the number of replica-
tions. The standard error, however, incorporates
the uncertainty by adding to the mean of the
error variances the variance between the solu-
tions. Simulations reported by Schafer (1997)
show that with m = 5 imputations, when the
MAR assumption is correct, multiple imputa-
tion is 94% as efficient as if there were no miss-
ing values when actually 30% of the values are
missing. A similar efficiency is achieved with
m = 10 imputations, when 50% of the values
are missing. These results are somewhat prob-
lematic, however, because they depend on the
moment structures, missingness process and
patterns, and the parameters under consider-
ation. Still, they suggest that a small number of
imputations, say 10, will be adequate for most
applications.

There is not yet a rule of thumb for the num-
ber of imputations to use. von Hippel (2005) in-
dicates that, when assumptions are justified, 10
imputations will produce a standard error that is
just 2% larger than an infinite number of impu-
tations when 40% of values are missing (see
also Allison, 2002; Hershberger & Fisher,
2003; Rubin, 1987). Programs such as Stata,
Mplus, HLM, and SAS make it very simple to
use 10-20 imputations, and a number in this
range should be more than sufficient. The spe-
cialized freeware programs CAT, PAN, and
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MIXED are adaptations of NORM designed for
categorical, panel, and mixed categorical/quan-
titative data, respectively. Currently, these
require S-Plus software. S-Plus 6 or a later
version has a library of missing data functions,
but a discussion of them is beyond the scope
of this article. (See van Buuren, et al., in press,
for a discussion of the most general package,
MICE.)

As programs develop better ways of incorpo-
rating multiple imputation, it is useful to have
a set of standards for evaluating them. A free-
ware command called ice can be added to Stata
(available by the time this article is published;
Royston, 2005), and its extensive capabilities
(duplicating capabilities in MICE for those using
S-Plus) present a high standard. Ice can use a dif-
ferent estimation method for each variable de-
pending on whether the variable is continuous
(regression), binary (logistic regression), ordinal
(logistic regression), or categorical with three or
more categories (multinomial regression). Be-
cause some variables are continuous and others
are categorical, ice’s ability to use a different
estimation command for each variable within
a single command is an attractive feature. It can
work with censored variables (survival analysis)
and with interaction terms using transformations
and separate equations for each variable. For
example, one would not impute X; from the
interaction term X X5.

Many data sets require weighting, and ice is
capable of incorporating a weight variable into
the analysis. This approach works with a wide
variety of analyses including regression, logistic
regression, ordinal regression, multinomial
regression, Poisson regression, the general lin-
ear model, and many others. Finally, it involves
three single-line commands. Other than com-
puter time, there are no marginal costs to using
10-20 imputations.

Full Information Maximum
Likelihood Approaches

Structural equation modeling (e.g., SEM) and
multilevel (e.g., HLM) software packages have
multiple ways of working with missing values.
The full information approach is available with
all the major packages. This approach imple-
ments the algorithm developed by Little and
Rubin (L. Muthén, personal communication,
February, 2005). It does not actually impute miss-
ing values but uses all the available information
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to provide a maximum likelihood estimation. I
focus here on SEM programs, specifically
Mplus, but the methods apply equally to other
SEM programs and to HLM. Many researchers
only think of using an SEM program with latent
variables, but the programs work with or without
latent variables. Mplus is used for illustration
because of the extraordinary generality of its ap-
plications to situations for which missing values
may be problematic. It provides maximum likeli-
hood estimation for continuous, censored, binary,
ordered categorical, categorical with three or
more categories, counts, or combinations of these
either with or without latent variables.

Advanced users of Mplus have a warehouse
of options available to them for handling miss-
ing values. Special approaches can be applied
when data are MCAR, MAR, or NI. Robust
standard errors and bootstrap standard errors are
also possible. In this article, only Mplus’s most
basic approach is used. This implementation of
Mplus is intended for missing values that are
MAR and uses full information maximum like-
lihood estimation.

One limitation of many applications of
a structural equation modeling approach is that
models typically only include variables that
have an explicit role in the analytical model.
They typically do not include available varia-
bles that may be mechanisms for missingness. It
is possible, however, to include all the appropri-
ate variables and to create a covariance matrix
that is then analyzed. In Mplus, this is simple to
implement by adding the variables that are
mechanisms to the model statement as outcome
variables. (Simply ignore regression results
where the mechanisms are outcomes; see the
Appendix.) Because the inclusion of the mecha-
nisms makes the MAR assumption much more
reasonable, their inclusion would seem to be an
important consideration, but it has not yet been
done by researchers using structural equation
modeling programs in family studies. (This
approach was suggested in L. Muthén, personal
communication, November, 2004). If the varia-
bles that explain missingness are excluded, it is
more difficult to justify the MAR assumption.

PATTERNS OF MISSING VALUES

Various software packages provide information
about the patterns of missing values. This infor-
mation may indicate how many people missed
each possible combination of items. Results are
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shown for each combination of two items, three
items, four items, and so on. SPSS’s MVA mod-
ule may give the most information, even provid-
ing t tests on differences in the means derived
from imputed values and the means derived from
observed values. An example of rather basic infor-
mation provided by Mplus appears in Table 1.

Table 1 provides a list of patterns of missing
data. In this case, there are 10 patterns (col-
umns). The x for each variable under the first
pattern indicates that these participants have no
missing data. The table below the patterns
shows that 550 observations have this pattern of
answering all of the items. The 2nd pattern is
only missing income, and the 10th pattern is
missing everything except the number of chil-
dren and the participant’s age.

Examining the patterns of missing values can
be helpful. It provides a way to see whether there
might be one or two problematic variables. Some
programs show the proportion of data present for
each pair of variables, but the more complex pat-
terns tell the best way of working with missing
values because they pinpoint where missing val-
ues are a problem. For example, there may be
one triad of variables that have a special problem
that is not obvious from the number of missing
values on individual variables or pairs of varia-
bles. Alternatively, if all or most of the patterns
were missing the same variable, say income, drop-
ping it or finding another indicator for the concept
might be appropriate. Dropping income and keep-
ing education might result in almost the same
explanatory power as keeping both variables
and dramatically minimizes the amount of miss-
ing values. In this example, Table 1 shows no spe-
cial problem for income or for any other variable.

EMPIRICAL EXAMPLES OF APPROACHES

So far, I have summarized the strengths and
limitations of various approaches. In actual ex-
amples, the potential limitations and biases
introduced by different approaches may be
more or less problematic. To provide some indi-
cation of how well the different approaches per-
form, I created a data set that will serve as the
standard for which there are no missing values.
These data were taken from the 2002 General
Social Survey and consist of 818 observations
that had no missing values on a set of variables.
In this example, I regressed health on number
of children, general happiness, income in 1998
dollars, age, and education. The solution for this
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TABLE 1. SELECTED MISSING VALUE DIAGNOSTICS PROVIDED BY Mplus
SUMMARY OF MISSING DATA PATTERNS
MISSING DATA PATTERNS
1 2 3 4 5 6 7 8 9 10
HLTH b'e X b X
CHILDS b'¢ X X x x x b'e X X X
HAP_GEN X X X b'¢ X
INCOME98 b'e b X X X X
AGE b'¢ b'd X X X X X x
EDUC b'¢ X X b'¢ X
MISSING DATE PATTERN FREQUENCIES
Pattern Frequency Pattern Frequency Pattern Frequency
1 550 5 27 9 4
2 81 6 2 10 14
3 7 7 12
4 30 8 21
PROPORTION OF DATA PRESENT
HLTH CHILDS HAP_GEN INCOME98 AGE EDUC
HLTH 0.902
CHILDS 0.902 1.000
HAP_GEN 0.771 0.822 0.822
INCOMEO8 0.767 0.833 0.708 0.833
AGE 0.902 0.993 0.819 0.825 0.993
EDUC 0.771 0.822 0.822 0.708 0.819 0.822

complete data set is the standard of comparison
for the different approaches to missing values.
Gender and satisfaction with finances were
included as mechanisms on the assumption that
men would be less likely than women to answer
several of the items and people who were dissat-
isfied with their finances would be less likely than
those who were satisfied to report their income.

The second data set is a 50% random sample
from the target population. This data set was
created using a random generation process. For
this reason, it should match the assumptions of
MCAR, and the resulting 410 cases should have
unbiased parameter estimates. They should have
larger standard errors, however, because the
number of observations is reduced by half. This
data set is included to compare it to the data sets
that do not meet the MCAR assumption. Some
methods are expected to work better with this
data set than with those that are not MCAR.

A third data set has varying amounts of miss-
ing values for different variables and introduces

systematic bias. Using Stata, I randomly dropped
40% of the values on general happiness for peo-
ple who have fewer than 12 years of education.
Another 40% of income scores were randomly
dropped for people who were low or high on
financial satisfaction. This procedure makes
financial satisfaction a de facto mechanism for
missingness on income. I also randomly drop-
ped 40% of the education scores for those who
had fewer than 12 years of education. Finally, I
randomly dropped 10% of the health scores and
1% of the age scores. After merging these files
together, the third data set has 431 observations
using listwise deletion. The number of observed
values for each variable varied because of the
selection process (number of children had 818
cases, general happiness had 672, income had
681, age had 812, and education had 672). This
data set is included to provide a challenging test
for all of the approaches to missing values.
Table 2 summarizes the results and average
margin of error for B weights, and Table3
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TABLE2. ESTIMATES OF R*> AND BS ALONG WITH THEIR MAGNITUDE OF ERRORS AS A
PERCENTAGE OF THE ESTIMATE FOR THE COMPLETE SAMPLE

No. of General M 1%I Error on
Children ~ Happiness  Income Age Education  Significant Parameter
Method R? p* B B B B Estimates
Complete sample (N = 818)  .192 .056 —.187 227 =231 139
50% MCAR (n = 410) .198 .063 —.193 228 —.233 112 7
3% 3% 1% 1% 19%
Listwise deletion (n = 431) 203 .037 —.220 233 —.228 .100 13
6% 18% 3% 1% 28%
Pairwise deletion .193 .043 —.201 .203 —-.212 .156 9
(n = unknown) 1% 7% 11% 8% 12%
Mean substitution (n = 818) .164 .036 —.185 .190 —.199 148 9
16% 1% 16% 4% 6%
EM imputation 229 .042 —.210 .239 —.228 .148 6
(SPSS; n = 818) 18% 12% 5% 1% 6%
Multiple imputation .193 .043 —.194 236 —.213 .143 5
(NORM; n = 818) 1% 4% 4% 8% 3%
Multiple imputation Stata 204 .034 —.191 233 —-.217 143 4
(n =818) 7% 2% 3% 6% 3%
Mplus (n = 818) .199 .040 —.200 221 —.215 144 6
4% 7% 3% 7% 3%
Mplus with mechanisms 201 .018 —-.197 224 —.217 143 4

(n = 818) 5% 5%

1% 6% 3%

Note: MCAR = missing completely at random.
“Not significant across all estimation methods.

summarizes the results and average margin of
error for ¢ tests. I focus here on the comparison
of the PBs. The problem with comparing the ¢
tests is that single imputation can inflate the 7 tests
because single imputation fails to incorporate the
uncertainty introduced by the imputation process.
By contrast, multiple imputation tends to reduce
the ¢ tests slightly because it allows us to incorpo-
rate the uncertainty associated with the imputation
process. The ¢ tests based on multiple imputation
should be smaller than those for the sample with
no missing data because they have the uncertainty
inherent in the imputation process.

It must be emphasized that this is a single
illustration and not a systematic simulation. It
does, however, provide an idea of what happens
in the face of random compared to systemati-
cally missing values. The pairwise deletion and
the multiple imputation using NORM were
within 1% of the actual R%. As expected, the
mean substitution attenuated the estimated R*
by 16%. The largest bias was from the single
imputation using the EM imputation within
SPSS MVA. When NORM was used to produce
multiple imputations, none of the five imputed

data sets were remotely this far off. It must be
stressed, however, that this is a single illustra-
tion and not a systematic simulation.

The 50% sample (n = 410) is MCAR and
should be unbiased but has greatly reduced
power (conservative bias leading to increased
Type II errors). Table2 shows that the R* of
.198 is not far off, with the parameter estimates’
average being about 7% off in one direction or
the other. Not surprisingly, Table 3 shows that
the ¢ tests are off by a large percentage, 33%,
and always underestimated the ¢ test values ob-
tained where there were no missing values. This
is the nature of the conservative bias that affects
the standard error and hence the ¢ test rather
than the parameter estimates.

The listwise or case deletion has the largest
percentage error in parameter estimates, overes-
timating some and underestimating others. The
absolute values of the errors in the parameter
estimates are off by an average of 13%. Listwise
deletion overestimated the R” by 6% and has an
expected conservative bias (increased risk of
Type II errors) in underestimating the ¢ tests by
an average of 20%. I emphasize here that the
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TABLE 3. ESTIMATES OF ¢ TESTS AND MAGNITUDE OF THEIR ERRORS AS A PERCENTAGE
OF THE ESTIMATE FOR THE COMPLETE SAMPLE

No. of General M 1%I| Error on
Children  Happiness  Income Age Education  Significant Parameter
Method * t t t t Estimates
Complete sample (N = 818) 1.57 —5.81 6.45 —6.54 3.96
50% MCAR (n = 410) 1.22 —4.22 457 —4.60 222 33
27% 29% 30% 44%
Listwise deletion (n = 431) .84 —5.57 5.48 —5.26 2.35 20
4% 15% 20% 41%
Pairwise deletion (n = unknown) 1.01 —-5.22 4.86 —5.95 3.74 13
10% 25% 9% 6%
Mean substitution (n = 818) 99 —5.67 5.49 —5.53 4.28 10
2% 15% 15% 8%
SPSS EM imputation (n = 818) 1.19 —6.59 6.79  —6.59 4.23 7
13% 5% 1% 7%
Multiple imputation (NORM; n = 818) 1.04 —5.16 584  -5.12 2.96
11% 9% 22% 25% 17
Multiple imputation (Stata; n = 818) 93 —5.40 5.88 —5.28 3.64 11
7% 9% 19% 8%
Mplus (n = 818) 1.06 —5.49 559  —5.69 3.64 9
6% 13% 12% 8%
Mplus with mechanisms (n = 818) 99 —543 -5.75 —5.78 3.63 9
7% 10% 11% 8%

Note: EM = expectation maximization; MCAR = missing completely at random.

*Not significant across all estimation methods.

conservative bias only applies to increased Type
II errors, and individual parameter estimates can
be either over- or underestimated. Although pair-
wise deletion is one of the least popular ap-
proaches, it does a reasonable job both for the
estimates and for the 7 tests. It is virtually perfect
for R%.

The mean substitution approach greatly at-
tenuates the Rz, and this is consistent with the
way mean substitution reduces the variance of
variables. Its parameter estimates, on a percent-
age basis, are not too biased in this example,
but they are slightly biased toward zero for all
but one of the predictors.

The EM single imputation in SPSS MVA
was anticipated to do well with the point esti-
mates (R” and Ps) but to have a problem with
tests. This did not materialize in this example
because the single imputation overestimates the
R? by 18%, the worst of the alternatives. The Bs
were reasonably close. The ¢ test values were the
closest of the alternatives, but this is not a good
thing because they did not adequately incorporate
the uncertainty of imputation as is incorporated
with multiple imputation (von Hippel, 2004).

The multiple imputation approach using
NORM worked well for this particular data set
in terms of R* and the point estimates. The ¢
tests produced by NORM were 17% smaller
than the ¢ tests for the target data. This was ex-
pected. Stata’s mvis and micombine commands
(Royston, 2004) performed well and were off
on the R* by just 7% and even closer on the
parameter estimates than NORM. Given the sim-
plicity of using the Stata commands (see the
Appendix), Stata may be an excellent choice for
users who have access to it. When the ice com-
mand replaces the mvis command in Stata, the
results should be even better.

I used two approaches in Mplus, the first of
which excluded mechanisms and the second of
which included them. (The Appendix contains
the program that includes the mechanism.) The
R?, point estimates, and  tests were reasonably
close using Mplus and slightly better when the
mechanisms were included.

In sum, I have illustrated several of the ap-
proaches to working with missing values. The full
information maximum likelihood approaches used
in programs such as Mplus and HLM as well as
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the multiple imputation approach have substan-
tial advantages over the traditional approaches.
The next section provides specific recommenda-
tions on how researchers should work with miss-
ing values. These recommendations range from
how to avoid missing values in the first place to
best practices.

RECOMMENDATIONS AND CONCLUSIONS

These recommendations rely on the statistical
processes and potential problems rather than on
the particular empirical illustration used in this
article. There are three sets of recommenda-
tions: data management, less than ideal strate-
gies, and strategies to implement.

Data management:

1. The best solution is to minimize missing val-
ues when the data are being collected.

2. A researcher should explain how cases are
dropped from analysis and the percentage of
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observations dropped by different approaches
to working with missing values.

3. Researchers should keep information on why
a person has a missing value. Distinguishing
what should and should not be imputed
is usually impossible with a single code
(e.g., —9) for every type of missing value.

4. If a don’t know response is interpretable as
being somewhere on an underlying contin-
uum between agree and disagree, then
assigning or imputing a value may be rea-
sonable. Otherwise, it is problematic.

5. The new techniques for working with missing
values are powerful tools that can be misused
if researchers impute values for participants
who should be excluded from the analysis.

Less than ideal strategies:

1. The mean substitution approach is probably
the worst solution to missing values because
it attenuates variance and often provides
poor imputed values.

TABLE4. SELECTED SOFTWARE PACKAGES USED IN WORKING WITH MISSING VALUE"

Full Information

Single Multiple ~ Maximum Likelihood

Software Package Availability Imputation  Imputation Estimation
Freeware

Amelia http://gking.harvard.edu/amelia/ yes

CAT http://www.stat.psu.edu/~jls/misoftwa.html#aut yes

EMCOV http://methcenter.psu.edu/downloads/EMCOV .html yes

NORM http://www.stat.psu.edu/~jls/misoftwa.html#aut yes yes

MICE http://www.multiple-imputation.com yes

MIXED Free with R, commercial with S-Plus yes yes

http://www.stat.psu.edu/~jls/misoftwa.html#aut
MX http://www.vcu.edu/mx/ yes
PAN Free with R, commercial with S-Plus yes yes
http://www.stat.psu.edu/~jls/misoftwa.html#aut

Commercial software

AMOS http://www.spss.com yes

EQS http://www.mvsoft.com/ yes

HLM http://www.ssicentral.com/hlm/index.html yes yes

LISREL http://www.ssicentral.com/lisrel/mainlis.htm yes

Mplus http://www.statmodel.com yes yes

SAS http://www.sas.com yes

SOLAS http://www.statsol.ie/solas/imputationtechniques.htm yes yes

S-Plus http://www.stat.psu.edu/~jls/misoftwa.html#aut, yes yes

pan, cat mixed, plus other options available
SPSS http://www.spss.com, optional module yes
Stata http://www.stata.com, installing ice or mvis yes

“Many of these software packages are being revised. Rather than relying on the capabilities listed in this table, consult their

current Web pages.
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2. Listwise or casewise deletion is acceptable if
the missing values are MCAR, the sample
size is sufficient such that power is not an
issue, and there are few missing values.

3. Single imputation is not an optimal approach
for the final analysis.

Strategies to implement:

1. Include all variables that are potential mech-
anisms explaining missingness even when
these are not included in the analysis step
(Meng, 1995; Rubin, 1996).

2. Include all variables (both predictors and
outcomes) in the model at the imputation
stage. If the dependent variable is related to
an independent variable, this relationship
should be incorporated in the imputation
step. The parameter estimate for an analysis
variable that is not included in the imputa-
tion step will be biased downward (King
etal., 2001; Meng, 1995; Rubin, 1996).

3. Tt is difficult to know whether multiple impu-
tation or full information maximum likeli-
hood estimation is best, but both are major
advances over traditional approaches. Both
work best on large samples.

Table4 provides a list of selected programs
and their capabilities for working with missing
values at the time of this writing. A researcher
whose current choice of statistical software is
limited has several options, including choices
that are available as freeware. A Web page for
each package is provided. Because these pro-
grams are being revised constantly, the Web pa-
ges should be consulted to learn about current
capabilities for working with missing values.

The days that journals tolerate the absence of
analysis of the missing values and the use of tra-
ditional approaches to missing values should be
numbered, except where traditional approaches
can be justified. In general, multiple imputation
and the approaches available in structural equa-
tion modeling software are the best that are cur-
rently available.
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APPENDIX
THE STATA PROGRAM

The Stata program has a user-written set of commands (findit ice) that generates m data sets, com-
putes m solutions, and then combines them. I illustrate the approach using the command mvis, but
the command ice will replace it by the time this article is published. The solution is provided for the
unstandardized parameter estimates. The m = 10 regression procedures shown here are used to
obtain the standardized Ps and the R*. The Ps and R> reported in Table 2 are the means of the corre-
sponding values from these solutions. This procedure and its extensions (miset, miappend, mimerge,
misave, mido, mici, mifit, mireset) can be used with a wide variety of analytic strategies other than
ordinary least squares (OLS) regression. If only unstandardized estimates are required, individual
regression equations are unnecessary.

*multimp. do

*Multiple imputationusignmvis and micombine

use "j:\flash\missing\miss_systematic.dta", clear

mvis childs satfinmale hap_gen income98 educ hlth age using imputed, \\\
m(1l0) cmd(regress) replace seed(111)

use imputed, clear

micombine regress hlth childs hap _gen income98 age educ

regress hlth childs hap_gen income98 age educ in 1/818, beta

regress hlth childs hap_gen income98 age educ in 819/1636, beta

regress hlth childs hap_gen income98 age educ in 1637/2454, beta

regress hlth childs hap_gen income98 age educ in 2455/3272, beta

regress hlth childs hap_gen income98 age educ in 2373/4090, beta

regress hlth childs hap_gen income98 age educ in4191/4908, beta

regress hlth childs hap_gen income98 age educ in 4909/5726, beta

regress hlth childs hap_gen income98 age educ in 5727/6544, beta

regress hlth childs hap_gen income98 age educ in 6545/7362, beta

regress hlth childs hap_gen income98 age educ in 7363/8180, beta
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THE Mplus PROGRAM

The following is the Mplus input that allows researchers to include additional variables that explain
missingness whether or not they are in the explanatory model. In this example, the mechanism varia-
bles are satfin and male. To illustrate the most general and basic case and to parallel treatment in
NORM and MVA, this example does not define male as a nominal variable. The output in which saz-
fin and male are outcome or Y variables is simply ignored, but this approach allows them to be mech-
anisms (L. Muthén, personal communication, November, 2004).

Title:
Missing values including mechanisms
Data:
File ismiss_systematic-999.dat ;
Variable:
Names are
childs satfinmale hap_gen ident income98 educ hlth age;
Missingare all (-999) ;
Usevariables are
hlth childs hap_gen income98 age educ satfinmale;

Analysis:
Type =missing;
Model:

hlthonchilds hap_gen income98 age educ;

satfin on childs hap_gen income98 age educ;

male on childs hap _gen income98 age educ;
Output:

standardized;

Mplus has other ways of working with missing values. For example, it is possible to use multiple im-
putations produced by other programs such as NORM or Stata as m data files and Mplus will com-
bine the multiple solutions. Mplus also has enormous capabilities for working with NI missing data
that are beyond the scope of this article.



