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ABSTRACT

Load imbalance that deteriorates the system performance is
a severe problem existing in 3GPP LTE networks. To deal
with this problem, we propose in this paper a load balancing
framework, which aims at balancing the load in the entire
network, while keeping the network throughput as high as
possible. In this framework, the objective is formulated as
a network-wide utility function balancing network through-
put and load distribution, and then it is transformed to an
integer optimization problem under resource allocation con-
straints. After that, the complexity of the problem is an-
alyzed, network structure constraints are presented, and a
practical suboptimal algorithm, called Heaviest-First Load
Balancing (HFLB), is proposed. Extensive simulation is
made and the results show that using the HFLB algorithm
the network can get significantly better load balancing while
maintaining the same network throughput at the price of
a bit more handovers compared with the traditional signal
strength-based handover algorithm.
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1. INTRODUCTION
Inter-cell optimization in GSM and UMTS networks is

usually delivered at the stage of network planning, and of-
ten done manually. Therefore, when the networks’ environ-
ments are changed, it will not be optimal. In this case, it
is necessary to conduct inter-cell optimization for the net-
works dynamically and adaptively according to their envi-
ronments, especially when the loads of cells are not uni-
formly distributed, namely, not balanced, and vary with
time. This is one of the important self-optimization issues
in self-organizing networks for 3GPP LTE, and has received
much attention until now [1]. When the loads among cells
are not balanced, the block probabilities of heavily loaded
cells may be higher, while their neighboring cells may have
resources not fully utilized. In this case load balancing
can be conducted to alleviate and even avoid this prob-
lem. There has been a lot of research done on load bal-
ancing, which can be classified into two categories: block
probability-triggered load balancing [2–4], and utility based
load balancing [5–7].

Although many algorithms have been proposed, the as-
sumptions made do not fully satisfy the requirements of load
balancing or the designing strategies for practical systems.
In the first category, the overhead is low because the load
balancing is triggered only when the block probability is
larger than a certain threshold. However, the block proba-
bility is not minimized, since load balancing can be done be-
fore block happening to reduce it. For the second category,
i.e., utility-based load balancing schemes, the performance
is better because the load balance and throughput are con-
sidered in both cell selection and handover phases. However,
their overheads are heavy, because the load of each cell has
to be exchanged instantaneously.

In this paper, we deal with load imbalance in LTE net-
works, and propose a load balancing algorithm intended to
balance the load among cells and keep network throughput
with reasonable overhead but still in the line of the design-
ing strategies of practical cellular system. We first formu-
late the problem as an optimization problem, which con-
siders the tradeoff between network throughput and load
balancing and employs user-cell matching indicator as pa-
rameters. Then we analyze its complexity and propose a
suboptimal algorithm, called Heaviest-First Load Balancing
(HFLB) here. In the algorithm, new users access the cell
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with the maximum signal strength and load balancing is
triggered when the load of the busiest cell in the network
exceeds a threshold in each load balancing cycle. Appro-
priate users are switched out under the metric considering
throughput and load jointly. Since only the heaviest loaded
cell is chosen to do load balancing, the overhead of HFLB is
low. Simulation results show that the HFLB algorithm can
significantly decrease the load balance index (i.e., enhance
load balancing) while keeping network throughput as high
as possible at a small price of only a bit more handovers.

The rest of this paper is organized as follows. In Section 2,
we present the network model. In Section 3, we formulate
the optimization problem. After that we propose a subopti-
mal algorithm in Section 4, and show simulation results in
Section 5. Finally the paper is concluded in Section 6.

2. SYSTEM MODEL

2.1 Network Model
We consider an OFDMA based LTE downlink cellular

network with partial frequency reuse (PFR) as shown in
Figure 1. There are seven cells numbered with 1,· · · ,7, re-
spectively. Each of them is controlled by an eNodeB. All
the cells use the same frequency band in their center areas,
and different frequency bands at their edges. Twelve adja-
cent OFDM subcarriers are grouped into a physical resource
block (PRB), which is the smallest unit that can be allo-
cated to each user. Throughout this paper, cell and eNodeB
are used interchangeably, and the following assumptions are
made:
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Figure 1: Network model with partial frequency

reuse.

1) Each user knows instantaneous signal strength from all
the cells through pilot detection. And all users send them
back to their serving eNodeBs periodically.

2) Each eNodeB equally allocates one PRB to each user
attaching to it, and fading differences among PRBs are not
considered.

3) Neighboring eNodeBs exchange their load status infor-
mation periodically through X2 interface between them [8].

4) All time slot mentioned in this paper represents a load
balancing cycle, which is much larger than a frame length.

2.2 Load Balance Index
Let bi(t) and bu

i (t) denote the total number of PRBs and
the number of used PRBs in cell i at time slot t, respectively.

Then the load of cell i at time slot t is: ρi(t) = bu
i (t)/bi(t).

In LTE networks, all the cells are often allocated the same
number of PRBs so that we use b instead of bi(t).

For performance analysis in our model, we define a load
balance index measuring the degree of load balancing of the
entire network, as follows:

ξ(t) =
∑

i∈N

(ρi(t) − ρ(t))2 (1)

where N is the set of cells (or eNodeBs) in the network, and
ρ(t) =

∑
i∈N

ρi(t)/|N| is the average load of the network at
time slot t, where |N| is the number of cells in the network.
The load balance index is 0 when load is completely balanced
among cells. The bigger the value of ξ(t), the severer the
unbalanced load distribution among cells. The target of load
balancing is to minimize ξ(t).

2.3 Throughput of User and Network
Since the utilization of PFR can reduce or even avoid

inter-cell interference for most of the users, we only consider
signal to noise ratio (SNR) for simplicity. The set of users is
denoted by K. Then the SNR of the signal received by user
k ∈ K from eNodeB i ∈ N at time slot t can be written as:
SNRi,k(t) = Si,k(t)/N0, where Si,k(t) represents the power
of received signal by user k from eNodeB i on the allocated
PRB at time slot t, and N0 is average power of the additive
white Gaussian noise (AWGN) on the same PRB.

Given SNRi,k(t), the achievable Shannon rate at time slot
t for user k from cell i is:

ri,k(t) = Wi,klog2(1 + SNRi,k(t)) (2)

where Wi,k is the bandwidth of the PRB allocated by cell i.
Considering that adaptive coding and modulation is used
in LTE networks, we will use Shannon rate in equation (2)
as the throughput of a user. The throughput of the entire
network R(t) is the sum of all the users’ throughput at time
slot t.

3. PROBLEM FORMULATION
We first present a network-wide utility function in the

multi-cell LTE network as shown above. Our object is to
make use of enforced handover to balance the load between
different cells and keep the network throughput as high as
possible at the same time. Given |N| eNodeBs and |K| mo-
bile users, we try to find an optimal assignment between
users and cells. The corresponding utility function is de-
fined as:

U(α, β)(t) = αR(t) − βξ(t) (3)

where α ≥ 0 and β ≥ 0 are weighting coefficients on network
throughput and load balance index, respectively. Different
values of α and β in solving the joint optimization problem in
equation (3) can appropriately be selected according to the
tradeoff between network throughput and load balancing.
Influence of different α and β will be shown and explained
in Section 5.

Since R(t) and ξ(t) are both determined by the assignment
between users and cells, the problem is to find the optimal
assignment that maximizes U(t) for the current time slot t.

Define an assignment indicator variable Ii,k(t), which is
equal to 1 when eNodeB i assigns a PRB to user k at time
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slot t, or to 0 otherwise. Then the load definition of cell i
can be rewritten as: ρi(t) =

∑
k∈K

Ii,k(t)/b.
Denoting the assignment by the matrix I(t) = (Ii,k(t) :

i ∈ N, k ∈ K, ∀t ≥ 0), the problem is thus equivalent to the
following utility maximization problem with I(t):

max
I(t)

U(I, α, β)(t) = αR(I(t)) − βξ(I(t)) (4)

s. t.
∑

k∈K

Ii,k(t) ≤ b, ∀i ∈ N, (5)

∑

i∈N

Ii,k(t) = 1, ∀k ∈ K, (6)

∑

i∈N

Ii,k(t)ri,k(t) ≥ θ, ∀k ∈ K, (7)

where R(I(t)) =
∑

k∈K

∑
i∈N

ri,k(t)Ii,k(t) is the network
throughput at time slot t. θ is the minimal throughput
threshold of each user. The constraint in equation (5) presents
that all cells have the same capacity limitation, and the num-
ber of users served by one eNodeB can’t exceed the number
of its total PRBs. Constraint in equation (6) tells that one
user can only be served by one eNodeB at a specific time
slot t. Constraint in equation (7) explains that a user can
only be served by the eNodeB which can afford it a through-
put large than θ.

Then we get the joint optimization utility function in
equation (4), which aims at maximizing network throughput
and minimizing unfairness of the load distribution among
cells simultaneously with constraints in equations (5-7).

4. COMPLEXITY ANALYSIS AND SUBOP-

TIMAL ALGORITHM
In this section, we analyze the complexity of the problem

and propose a practical suboptimal algorithm. Since han-
dover would affect network throughput and load balance in-
dex simultaneously, to the best of our knowledge, there is
no effective algorithm available until now to solve such an
optimal problem that has two coupled parts in equation (4).
If we use exhaustive search method, it requires a central
controller and the computation complexity is huge. Besides,
load of each cell and throughput of each user should be sent
to the controller, which accordingly leads to a large over-
head.

Unlike RNC in UMTS, LTE does not have a central con-
trolling unit, thus the handover decisions have to be made
by each eNodeB using limited cooperation with others. Be-
sides, the overhead mentioned above is excessive. So we try
to design a suboptimal algorithm which could be executed
in a distributed manner with a low overhead.

Firstly, we begin with decomposing the network-wide util-
ity function in equation (4) and yields the following relation:

max
I

U(I, α, β) = αR(I) − βξ(I)

=
∑

i∈N

[α
∑

k∈K

ri,kIi,k − β(ρi − ρ)2] (8)

Since we will evaluate the system performance at each
time slot, we omit the symbol t in equation (8) for conve-
nience. Then the original utility function in equation (4)
can be expressed by the sum of individual utility functions

of all the cells in the system. The individual utility function
of cell i can be expressed as:

u(i) = α
∑

k∈K

ri,kIi,k − β(ρi − ρ)2 (9)

Assuming that cell i handovers a user k to a target cell j
for load balancing, the following condition should be satis-
fied:

u(j)′ + u(i)′ > u(j) + u(i) (10)

where u(j)′ and u(i)′ are the updated values of individual
utility functions after handover for cell j and i, respectively.
We use ∆u = u′ − u to express the variation of individual
utility function of each cell. Then ∆u(i) and ∆u(j) are:

∆u(i) = −α · ri,k +
β

b
(2ρi − 2ρ −

1

b
) (11)

∆u(j) = α · rj,k −
β

b
(2ρj − 2ρ +

1

b
) (12)

Then the condition in inequality (10) becomes:

α(rj,k − ri,k) +
2β

b
(ρi − ρj −

1

b
) > 0 (13)

The gain of user k which is switched from cell i to j is
∆u(j) + ∆u(i) which we define as gk

i,j , given as follows:

gk
i,j = α(rj,k − ri,k) +

2β

b
(ρi − ρj −

1

b
) (14)

There may be a lot of users satisfying inequality (13) in
cell i. For the one cell case, we have proved that switching
out the user with the currently largest gain one by one may
lead to the optimal solution. Due to space limitation, the
theorem is given with the proof omitted.

THEOREM 1 : For load balancing handover in a cell, the
total gain in equation (8) is maximized if the user with the
currently largest gain is switched out one by one until no
user satisfies inequality (13).

Since information exchange for updating loads of cells af-
ter each handover of the entire network may lead to a heavy
overhead and there is no need for all cells to do load bal-
ancing, thus in each load balancing cycle we only choose the
heaviest loaded one whose load exceeds the threshold σ to
perform load balancing according to the proposed algorithm,
Heaviest-First Load Balancing (HFLB), as follows:

Algorithm 1: Heaviest-First Load Balancing Algorithm.

At the mth load balancing cycle:

• Step 1: All eNodeBs receive load status from its neigh-
boring cells. And cell i is the heaviest loaded one.

• Step 2: If the load of cell i exceeds threshold σ, go to
step 3. Else, go to step 5.

• Step 3: In cell i, find user k and target cell j with the
largest gk

i,j . If it satisfies inequality (13), switch user
k to cell j and update other users’ gain in cell i, then
go to step 4. Else, go to step 5.

• Step 4: If load status of cell i still exceeds σ, go to
step 3. Else, go to step 5.

• Step 5: Stop.
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5. SIMULATIONS

5.1 Simulation Setup
The network considered here is composed of 7 hexagonal

micro cells as shown in Figure 1, where the distance between
neighboring eNodeBs is 130m. All eNodeBs have the same
maximum transmission power 38 dBmw and 10 MHz band-
width [9]. To avoid border effects, wrap-around technique is
used. Users arrive in any cell i according to a poisson process
with rate λi at uniformly distributed locations and depart
from the system after a holding time that is exponentially
distributed with mean 1/µ = 100sec. During their lifetime,
we assume that users keep moving with a fixed speed of
3km/h and their direction is randomly selected at the be-
ginning of user access. Selection of load balancing cycle is
a tradeoff between signaling overhead and the performance
gain of the algorithm (the shorter the period, the better
the performance, but the heavier the overhead). Since only
large scale path loss is considered in channel modeling for
handover, load balancing cycle is set as 1 second. Load bal-
ancing threshold is set σ = 90% and θ is set to be such a
value that could ensure enough throughput for handover of
moving users in extreme conditions.

To verify the robustness and generality of the proposed
HFLB, simulations are performed in both static and mobile
scenarios with different arrival rate configurations. In the
static scenario, all the users satisfying constraint in inequal-
ity (7) could be switched out for load balancing. While in
the mobile scenario, ordinary handover is considered due to
user movement. To avoid ping-pang effect, only such a user
whose signal strength is below the threshold for ordinary sig-
nal strength based handover is selected for load balancing.
All the simulation cases are listed in table 1. In each case,
we repeat the simulation to get the average performance
with each pair of weighting coefficients α and β. For expres-
sion convenience, we define “β/α” as balance to throughput
weight ratio and use it as abscissa.

Table 1: Six Simulation Cases

Case User speed Arrival rate of cells 1,· · · ,7

Case 1-1 0 km/h
1.3 1.1 1.0 0.8 0.6 0.4 0.2

Case 1-2 3 km/h

Case 2-1 0 km/h
1.2 1.2 0.8 0.6 0.5 0.4 0.3

Case 2-2 3 km/h

Case 3-1 0 km/h
1.3 0.8 0.7 0.6 0.5 0.4 0.3

Case 3-2 3 km/h

5.2 Simulation Results
Simulations are made in terms of load balance index, net-

work throughput and handover ratio to examine the perfor-
mance of the proposed algorithm, HFLB. Because of space
limitation, more results on block and drop probabilities are
omitted here.

5.2.1 Load Balance Index

Load balance index varying with “β/α” in static and mo-
bile scenarios are shown in Figures 2 and 3, respectively.
In both scenarios, new users only choose the cell with the
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Figure 2: Load balance index in static scenario.
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Figure 3: Load balance index in mobile scenario.

strongest signal strength to access and handover users have
a higher priority than new users.

In the static scenario, when “β/α” is 0, there is no han-
dover for load balancing. With “β/α” increasing, the load
balance index is decreasing monotonously. It verifies that
if we put more weight on parameter β, which is related to
load balancing, the load of the entire network becomes more
balanced. Due to the constraint on minimum throughput
threshold θ in inequality (7), not all users in the heaviest
loaded cell can be switched out for load balancing. Thus,
when“β/α”is larger than 1, the load balance index decreases
slower and becomes saturated as “β/α” becomes large.

In the mobile scenario, besides load balancing handovers,
there are also handovers based on signal strength due to
user movement. We use the traditional handover algorithm
which only considers signal strength as the benchmark (on
the leftmost of Figure 3 and labeled with “b.m.” on the hor-
izontal axis). The variation of load balance index is similar
to that in the static scenario.

Comparing Figure 3 with Figure 2, we can find that the
load balance index in the mobile scenario is lower than that
in the static scenario for the same “β/α” and arrival rate
configuration. This is because random movement of all users
could lead to inherent load balancing capability.

5.2.2 Network Throughput

The results of network throughput in the static and mobile
scenarios are shown in Figures 4 and 5, respectively. In the
static scenario, the network throughput increases first and
then decreases slightly. This is because the entire network
could accommodate more users with more weight put on
load balancing parameter β, which thus yields more through-
put. When “β/α” is larger than 1, more users are switched
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Figure 4: Network throughput in static scenario.

b.m. 0 1/16 1/8 1/4 1/2 1 2 4 8 16 +inf

3.8

3.9

4  

4.1

4.2

4.3

4.4

4.5

4.6

Balance to throughput weight ratio (β/α)

 

 

N
et

w
o

rk
 t

h
ro

u
g

h
p

u
t 

(1
0

0
M

b
p

s) Case 1−2

Case 2−2

Case 3−2

Figure 5: Network throughput in mobile scenario.

out to the cells with lower throughput for load balancing,
which causes network throughput decreasing slightly. In the
mobile scenario, since the number of users for load balancing
is limited by user movement, the network throughput only
changes a little with varying “β/α”.

5.2.3 Handover Ratio
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Figure 6: Handover ratio in static scenario.

Handover ratio, defined as the ratio between the number
of handover and total successful calls, are shown in Figures
6 and 7. We can find that the gain in load balance index
and network throughput are not free. The cost for the im-
provement of load balancing is a bit more handovers.

Observing all the three metrics in different cases may re-
veal that choosing “β/α” as 1 and 1/2 for the static and
mobile scenarios, respectively, would give the best tradeoff
between the gain and the cost.
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Figure 7: Handover ratio in mobile scenario.

6. CONCLUSION
In this paper, we have dealt with the optimization issue on

dynamic load balancing and network throughput in 3GPP
LTE networks. We formulate the issue as a joint integer opti-
mization problem and propose a suboptimal method to solve
it in a distributed manner. The algorithm for the method
is developed. The generality and validity of the algorithm
has been evaluated in various cases. Simulation results have
showed that the algorithm could improve load balance in-
dex significantly, while the network throughput maintains
high in both static and mobile scenario, and the cost for the
improvement is only a bit more handovers. The tradeoff be-
tween improvement and cost is investigated and suggested.
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