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Abstract

This paper describes two novel methods that capture
the most popular or preferred navigation sessions
visited by web users. Most existing techniques used
by web log mining are access-based approaches that
statistically analyze the log data that reflects the way
past users have interacted with the site and do not
pay much attention on the content of the pages. The
methods proposed in this paper take page contents
into account for mining user navigation patterns.
The page content is characterized as a topic vector.
The first method determines the popular sessions by
examining the deviation probability of a session as well
as comparing the distance between topic vectors. The
second method determines the popular sessions by us-
ing entropy of a session as an estimator. Experiments
have been conducted and the results show that, by
considering page contents, the sessions which contain
irrelevant pages can be ruled out by the two methods.

1 Introduction

Navigating through a large web site for finding rel-
evant information can be tedious and frustrating. Re-
cently, there is a growing interest in developing adap-
tive web site agents that assist users in navigating web
sites to find the information of their interests by rec-
ommending relevant web documents to the users [4, 6].
For achieving this goal, an essential problem should be
solved that is to find the web documents which are rel-
evant to the user interests. Recent years, an increasing
number of researchers have focused their study on ap-
plying data mining techniques to web log data analysis
for finding regularities in web users’ navigation pat-
terns. The user navigation patterns are then used to
determine the documents that are relevant to the user’s
interests. When users interact with a web site, the
user’s navigation tracks are stored in web server logs

and the log data is a good collection of data for be-
ing analysed to capture the user navigation behaviour
patterns. Some approaches have been proposed that
analyze previous users’ web logs to discover user nav-
igation patterns such as popular navigation sessions,
page clusters, and popular paths between web pages
[1, 5, 6, 8, 9, 11]. These patterns are then used to clas-
sify a new user into a category and the pages related
to that category will be recommended to the user.

The data available for web-based systems has two
forms: the content of the web site itself and the access
patterns of users to the site. Most techniques used by
web log mining are access-based approaches that sta-
tistically analyze the log data that reflects the way past
users have interacted with the site and do not pay much
attention on the content of the pages. One such ap-
proach is the statistical model proposed by Borges and
Levene [1]. In this model, the user navigation informa-
tion, obtained from web logs, is modelled as a hypertext
probabilistic grammar(HPG). The set of highest prob-
ability sessions generated by the grammar corresponds
to the user preferred navigation trails (also called asso-
ciation rules). However, the association rules are gen-
erated by only analysing web log data. Nothing of the
page contents has been considered. In this paper, we
propose a technique that takes page contents into ac-
count for finding user popular navigation sessions. The
content of a page can be expressed by a conceptual de-
scription languange for describing the topics involved
in this page. The conceptual language may be simple
conjunctions of attributes or complex and cognitively
inspired descriptions as in [7]. In this paper, associated
with a web page there is a topic vector which charac-
terizes the conceptual aspect of that page. Firstly, in
section 2 we give a brief review to the HPG model pro-
posed by Borges and Levene. Then, in section 3, we
present two novel methods to find the most popular
navigation sessions based on user access data and page
content as well. Finally, section 4 summarizes the pa-
per.



2 A Review of the HPG Model

A log file is an ordered set of web page requests
made by users. The requests are stored in the order
that the server receives them. If multiple users are
browsing the site concurrently, their requests are
interminingled in the log file. The page requests
made by one user can be extracted from the log
file. Since it is expected that a user may visite a
web site more than once, a user navigation session
is usually defined as a sequence of pages visited by
the same user such that no two consecutive pages are
separated by more than a certain amount of time, for
example, 30 minutes as many authors have adopted
[1]. Techniques to infer user navigation sessions from
log data are described in [2]. A collection of user
navigation sessions can be described by a hypertext
probabilistic language [3] generated by a hypertext
probabilistic grammar (HPG) [1] which is a proper
subclass of probabilistic regular grammars [10]. A
HPG is a probabilistic regular grammar which has a
one-to-one mapping between the sets of nonterminal
and terminal symbols. Each nonterminall symbol
corresponds to a web page and a production rule
corresponds to a link between pages. Moreover, there
are two additional artificial states, S and F , which
represent the start and finish states of the navigation
sessions. The probability of a grammar string is given
by the product of the probabilities of the productions
used in its derivation. The productions with S on
its left-land side are called start productions and the
productions corresponding to links between pages are
called transitive productions.

From the set of user sessions we obtain the number
of times a page was requested, the number of times
it was the first state in a session, and the number of
times it was the last state in a session. The number of
times a sequence of two pages appears in the sessions
gives the number of times the corresponding link was
traversed. The probability of a production from a
state that corresponds to a web page is proportional
to the number of times the corresponding link was
chosen relative to the number of times the user visited
that page. A parameter α is used to attach the
desired weight of a state corresponding to the first
page browsed in a user navigation session. If α =0,
only states which were the first in an actual session
have probability greater than zero of being in a start
production. In this case, only those strings which
start with a state that was the first in a session are
induced by the grammar. If α=1, the probability of a
start production is proportional to the overall number
of times the corresponding state was visited. In this

case, the destination node of a production with higher
probability corresponds to a state that was visited
more often.

The HPG can be formally defined as follows.

Definition 2.1 (HPG) : An HPG is a five-tuple <
H,M,S, F, Γ > which is denoted as Φ(H, M,S, F, Γ),
where:

• H is a finite set of nodes, H = {h1, . . . , hm} which
represents the set of states involved in the HPG.
Each state represents a page request.

• M = {p(hi, hj)}, hi, hj ∈ H, is a m×m ma-
trix, that is, ∀hi, hj ∈ H, 1 ≥ p(hi, hj) ≥ 0,
Σm

k=1p(hi, hk) = 1.
The matrix M is called the transition matrix
of Φ and the probabilities p(hi, hj) are called the
transition probabilities of Φ which are calcu-
lated by the mapping function Γ. ∀hi ∈ H, p(S, hi)
is the probability that a user will start his/her
navigation by visiting the page associated with hi.
∀hi, hj ∈ H, p(hi, hj) is the probability that a user
who is browsing the page associated with hi will
next browse the page associated with adjacent state
hj.

• S is the start state of the HPG.

• F is the finish state of the HPG.

• Γ is a function from H × H to [0, 1], which is
used to calculate Γ, i.e., ∀hi, hj ∈ H, p(hi, hj) =
Γ(hi, hj).

In the model proposed by Borges [1], the probabil-
ities of the transition matrix M are determined from
statistical information collected from the logs. For sim-
plicity, we use hi to denote the page which is associated
with hi. For a single user, let R be the total number
of page requests, Ri be the number of requests to page
hi, Ns be the total number of sessions, and Nsi be the
number of sessions with hi being the first page. The
probabilities p(S, hi) are determined by the following
equation, where S is the start state, hi is a state in
H − {S}, 1 ≥ α ≥ 0:

p(S, hi) = α
Ri

R
+ (1− α)

Nsi

Ns
(2.1)

Similarly, let Ri
j be the number of page requests to

page hj immediately after visiting page hi, Ri be the
total number of page requests immediately after visit-
ing page hi, the probabilities p(hi, hj) are determined



Table 2.1: An example set of user’s sessions

Session Number User Sessions
1 A1 → A2 → A3 → A4
2 A1 → A5 → A3 → A4 → A1
3 A5 → A2 → A4 → A6
4 A5 → A2 → A3
5 A5 → A2 → A3 → A6
6 A4 → A1 → A5 → A3

Table 2.2: The association rules obtained from the
HPG in Figure 2.1 (λ = 0.3)

Session Number User Sessions Derivation Probabilities
1 A4 → A1 0.5
2 A5 → A2 → A3 0.45
3 A5 → A3 0.4
4 A3 → A4 0.4
5 A2 → A3 → A4 0.3
6 A1 → A5 → A2 0.3

by the following equation, where hi, hj are two states
in H − {S}:

p(hi, hj) =
Ri

j

Ri
(2.2)

The strings generated by the grammar correspond
to the user navigation sessions. For each string <
hi1, . . . , hir > generated by the grammar, its deriva-
tion probability is defined as follows:

p(< hi1, . . . , hir >) =
k=r−1∏

k=1

p(hik, hi(k+1)) (2.3)

The aim of the HPG is to identify the subset of these
sessions, which correspond to users’ preferred sessions
also called the association rules. A session is included
in the grammar’s language if its derivation probability
is above a cut-point λ. The cut-point is responsible for
pruning out strings whose derivation contains transi-
tive productions with small probabilities.

Table 2.1 gives an example of a collection of user
sessions. The collection of navigation sessions in the
example contains a total of 24 page requests. The as-
sociation rules generated by the HPG in the example
are given in Table 2.2, where λ = 0.3.

3 Content-based HPG

As we have mentioned that HPG relies only on user
access log data to discover the association rules. How-
ever, the data in web server logs may not really reflect
user’s navigation intention. One reason is that some

data may be missing due to caching by the browser.
This arises most commonly when the visitor users the
browsers back button. For example, if the user re-
turns back to a previous page pi from the current page
pj and then goes to page pk, this will appear in the
log as pi → pj → pk but not pi → pj → pi → pk.
Another reason is that the user may visit some pages
which are not relevant to his/her navigation interests
and also recorded in the logs. These irrelevant pages
in the user’s navigation sessions can make great impact
on the quality of the association rules. We argue that
the page contents can be used to eliminate or alleviate
the impact made by the missing data or the irrelevant
pages.

3.1 A Modified Transition Matrix

From Equation 2.1 and Equation 2.2, we can see
that the probabilities p(hi, hj) in M are obtained from
statistical information captured in logs only, none of
the page content information has been used. In this
subsection, we present a method to incorporate page
content information into the probability calculation.

In this paper it is assumed that there are n topics
involved in a web site, and that associated with each
page in the site there is a n-dimensional vector which
characterizes the relevancy of each topic to the page.
The ith element in the vector represents the relevancy
assigned to the ith topic. That is, ∀hi ∈ H, there is a n-
dimensional vector denoted as Ti, Ti =< ti1, . . . , tin >,
where tij represents the relevancy of the jth topic to
the page hi.

We observed that with a navigation goal in his/her
mind, a user will visit the pages which are content rel-
evant. This observation suggests that for two pages hi

and hj whose topic vectors are Ti =< ti1, . . . , tin >
and Tj =< tj1, . . . , tjn > respectively, if the distance
between each pair of the corresponding vector elements
tik and tjk(k = 1, . . . , n), denoted as D(tik, tjk), is big,
the two pages can be thought of as irrelevant. The
probability p(hi, hj) should be increased if D(tik, tjk)
is small because hj would be a good candidate to visit
next after visiting hi if the user wants to find some in-
formation which relevant to the information on page hi.
Under this consideration, we modify Equation 2.2 by
taking the distance of page topic vectors into account
to calculate the transition probabilities. Equation 3.1
below calculates the transition probability from two as-
pects. p(hi, hj) is determined by Equation 2.2 which is
the contribution from user access statistics. β

e2D(Ti,Tj)

calculates the contribution from the page topics. In
Equation 3.1, pc denotes the modified probability and p
is the probability calculated by Equation 2.2, D(Ti, Tj)
is the arithmetic average of the difference between Ti
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Figure 3.1: Function 1

e2D(Ti,Tj)

and Tj :

pc(hi, hj) = p(hi, hj) +
β

e2D(Ti,Tj)
(3.1)

where D(Ti, Tj) =
Σk=m

k=1 |tik − tjk|
m

, 0 < β < 1

Figure 3.1 depicts the function 1

e2D(Ti,Tj) , from which
we can see that the contribution from page topic vector
to pc(hi, hj) is getting small as the distance between the
two topic vectors gets larger.

Support there are five topics involved in the example
above and each page in the example has a topic vetor
as shown in Table 3.1, where value 1 indicates that the
corresponding topic is involved in that page and values
0 indicates not. It can be figured out that the topic dis-
tance between page A1 and A4, A5 and A2, A2 and A3,
A5 and A3 and A1 and A5 are the same, the distance
between A3 and A4 is a bit larger. By using Equation
3.1, we get the association rules as given in Table 3.2.
The probability of session 6 becomes larger than the
probabilities of session 4 and session 5 after consider-
ing the impact of the page topics. The irrelevancy of
A3 and A4 makes the probabilities of sessions 4 and 5
not increase much. This example shows that the con-
sideration of the page content does have impact on the
centainty of the association rules. If the cut-point λ
increases, session 4 and session 5 will be ruled out from
the set association rules before session 6 is.

3.2 Session Entropy and Pruning

In information theory, Shannon’s measure of entropy
is used as a measure of the information contained in a
piece of data. For a random variable X with a set

Table 3.1: Topic vectors

Page Topic Vector
A1 T1 =< 1, 1, 0, 0, 1 >
A2 T2 =< 1, 1, 1, 0, 0 >
A3 T3 =< 1, 0, 1, 1, 0 >
A4 T4 =< 0, 1, 1, 0, 1 >
A5 T5 =< 1, 1, 0, 1, 0 >

Table 3.2: The association rules obtained after consid-
ering topics (β = 0.3, λ = 0.3)

Session Number User Sessions Derivation Probabilities
1 A5 → A2 → A3 0.67
2 A4 → A1 0.64
3 A5 → A3 0.54
6 A1 → A5 → A2 0.47
4 A3 → A4 0.46
5 A2 → A3 → A4 0.36

of possible values < x1, . . . , xn >, having probabilities
p(xi), i = 1, . . . , n, if we had no information at all
about the value X would be, the possibility for each
value should be the same, i.e. 1/n. In this case, X
is in its most uncertain situation. According to infor-
mation theory, the entropy of X reaches its maximum
in this situation. On the other hand, if the entropy of
X is close to zero, the value of X has few uncertain-
ties. In this case, there should be a small set of values
with high probabilities and others with very low prob-
abilities. Based on this theory, we propose to use the
entropies of topics in a session to prune the association
rules.
∀hi ∈ H, its topic vector is Ti =< ti1, . . . , tin >.

Each topic can be treated as a random variable with
two possible values: involved or not involved. The
entropy of topic tj to page hi can be estimated
by H(tij) = −(p(tij)logp(tij) + (1 − p(tij))log(1 −
p(tij))), where p(tij) is the probability of tj being in-
volved in hi. Assume that ti1, . . . , tin are indepen-
dent variables, according to entropy theory, we have
H(ti1, . . . , tin) = Σk=n

k=1H(tik), which estimates the cer-
tainty of topics ti1, . . . , tin being involved in hi. Let
si =< hi1, . . . , hir > be a session which represents page
sequence hi1 → hi2 . . . → hir, Tij =< tij1 , . . . , tijn >
be the topic vector of page hij with 1 ≤ j ≤ r,
Tsi =< tsi1, . . . , tsin > be the topic vector of si, and
p(tijk

) is the probability of the kth topic being involved
in hij . The probability of the kth topic being involved
in si denoted as p(tsik) (1 ≤ k ≤ n) can be estimated
by the following equation:

p(tsik) =
Σj=r

j=1p(tijk
)

r
(3.2)



Table 3.3: Topic vectors of the sessions in the above
example

Sessions Topic Vector
s1 Ts1 =< 0.5, 1, 0.5, 0, 0.5 >
s2 Ts2 =< 1, 0.67, 0.67, 0.67, 0 >
s3 Ts3 =< 1, 0.5, 0.5, 1, 0 >
s4 Ts4 =< 0.5, 0.5, 1, 0.5, 0.5 >
s5 Ts5 =< 0.67, 0.67, 1, 0.3, 0.3 >
s6 Ts6 =< 1, 1, 0.3, 0.3, 0.3 >

Table 3.4: The association rules obtained from the
HPG with entropies (λ = 0.3)

Sessions User Sessions Sesion Entropies
s1 A4 → A1 0.6
s2 A5 → A2 → A3 0.8
s3 A5 → A3 0.6
s4 A3 → A4 1.2
s5 A2 → A3 → A4 1.1
s6 A1 → A5 → A2 0.78

The entropy of a session can be estimated by the
following equation:

H(si) = H(tsi1, . . . , tsin) = Σk=n
k=1H(tsik) (3.3)

where

H(tsik) = −(p(tsik)logp(tsik)+(1−p(tsik))log(1−p(tsik)))

The entropy of a session estimates the certainty of
the topics involved in the session. If the entropy is
small, then there must be some topics with high prob-
abilities and the others with very low probabilities. In
this case, this session is a good candidate to be selected
as an association rule. On the other hand, if the en-
tropy is large, then the probabilities of the topics must
be very close and low as well. In this case, this ses-
sion shouldn’t be selected as an association rule since
the pages in this session may not focus on some certain
topics. For the example used in previous sections, Ta-
ble 3.3 gives the topic vector of each session and Table
3.4 gives the entropy of each session. Table 3.4 suggests
similar result as Table 3.2 does. That is, the session 4
and session 5 should be ruled out from the association
rule set since their entropy is high.

4 Conclusion

In this paper we have proposed two methods that
find the most popular navigation sessions based on
both user access data and page contents. The first
method modified the HPG model proposed by Borges
[1] by taking the page content into account. This mod-
ification makes the HPG model more robust because

the use of the page contents can eliminate or alleviate
the impact made by the missing data or the irrelevant
pages in access logs. The second method determines
popular sessions according to session entropy which is
based on well-established Information Theory.
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