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       Abstract—In the past fifteen years, the grow of using Bag of 
Words (BoW) method in the field of computer vision is visibly 
observed. In addition, for the text classification and texture 
recognition, it can also be used in classification of images, videos, 
robot localization, etc. It is one of the most common methods for 
the categorization of text and objects. In text classification, the 
BoW method records the number of occurrences of each bag that 
is created for each instance type or word disregarding the order of 
the words or the grammar. And in visual scene classification it is 
based on clusters of local descriptors which are taken from the 
images disregarding the order of the clusters. The key idea is to 
generate a histogram for the words in the documents or the 
features in the images to represent the specified document or 
image. The BoW method is computationally and even conceptually 
is simpler than many other classification methods. For that reason, 
BoW based systems could record new and higher performance 
scores on common used benchmarks of text and image 
classification algorithms. This paper presents an overview of BoW, 
importance of BoW, how does it work, applications and challenges 
of using BoW. This study is useful in terms of introducing the BoW 
method to the new researchers and providing a good background 
with associated related works to the researchers that are working 
on the model.  

Keywords—Bag of Words, Image Classification, Text 
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I. INTRODUCTION 

In image processing and computer vision, the Bag of Words 
(BoW) or Bag of Features (BoF), is also known as variable 
subset selection, attribute selection, or simply variable selection 
[1]. It is a multi-purpose model that can be used as feature 
selection algorithm, and classification of documents and 
images. In classification of images it can be processed by 
creating bags for each image features, and in classification of 
documents, a BoW is a vector of number of word occurrences, 
which is also called histogram of that document.  

In BoW technique, the images is treated same as documents, 
and the features in the images are the same as the words in the 
documents. There are three main steps to achieve the histogram 
of the features in the images, which are: “feature detection”, 

“feature description”, and “codebook generation” [2]. 
In other terms, the BoW method can be defined as the 

“histogram representation based on independent features”. 

After the process of feature detection, each image is isolated 
into a number of patches. And in feature representation process, 
the effort is for representing the patches as “numerical vectors”, 
and those numerical vectors are called “feature descriptors” [3]. 
A great feature descriptor should have potential to treat 
processing features with different scales, rotations, 
illuminations, and deformations [4]. One of the common and 
widely used feature descriptors is “Scale-Invariant Feature 
Transform” (SIFT), it transforms each patch into 128 

dimensional vectors. So, each image in SIFT can be divided 
into a collection or group of 128 dimensional vectors [5][6]. 

The last step of the BoW method for image classification is 
to produce “Code Books” (similar to a word dictionary in 
document classification) from transforming the vector 
represented patches into “Code Words” (similar to the words in 
text documents). In which the representation of a number of 
similar patches is called a Code Word. The size of the Code 
Book which is formed from a set of Code Words is equal to the 
number of the centers (similar to the size of the word 
dictionary). So, in the process of clustering, each of the patches 
in an image is designed to a certain Code Word and the 
histogram of the Code Words is used to represent the images in 
the process of visual scene classification [7].  
        This paper is organized as follows: section II mentions the 
works done previously on the BoW. Section III describes the 
importance of using BoW. Section IV explains how does BoW 
work as a classifier for text, images and videos. Also the 
applications, and challenges are presented in this section. 
Finally, some points are concluded in section V. 
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II. RELATED WORKS 

BoW is one of the methods that is used for feature selection 
and classification. This method is hot and has a great capability 
for selecting and classifying the features by creating bags for 
each instance type [1]. 

The researchers in [3] mentions that BoW model is a 
simplified representation used in Natural Language Processing 
(NLP) and Information Retrieval (IR). In this model, texts such 
as sentences, or documents are represented as the bag of its 
words, it is only considering the word duplicates, and ignoring 
the grammar and order of the words. The BoW model is mainly 
used in document classification methods, in which the features 
to train a classifier are produced from the occurrence or 
frequency of each word [8].  

Classification of images and recognition of objects are part 
of the major interest areas for researchers ranging from 
classification of the image features to recognition of objects in 
the images including moving models [9]. One of the areas that 
is related to the BoW is local patch appearances, because of 
great functionalities such as robustness, simplicity, and good 
practical performances [10]. One of the pioneers in BoW is the 
authors in [3], which are applied BoW in analyzing documents 
and images, each document or image is treated as an 
unstructured set (“bag”) of those words or patches [4][2].  

Texture recognition is done by local histograms of Texton 
codes. Retrieving content from images can be performed by 
using Textons [11], e.g. the researchers in [10] use a sparser bag 
of features model and SIFT descriptors over Harris-affine 
keypoint and avoiding global quantization by comparing the 
histograms.  

III. IMPORTANCE OF BAG OF WORDS 

It can be used for many purposes, because of its capability 
in different fields. Some of those purposes are: 

A. Text classification: Classifying or categorizing texts and 
calculating weights for each word, which are the number 
of occurrences for each of the words. 

B. Image Recognition and Classification: Classifying visual 
scenes (images and videos) by designing techniques that 
are capable to: 

 Classify visual scenes: To detect a specified image, or 
to check whether an object on an image exists or not. 

 Detect and localize objects: to find out which object or 
objects located on the image and where they are 
located on the image.  

 Estimate semantic and geometrical attributes: To find 
out the orientation of the object (e.g.: To which 
direction does the man goes?) and to estimate the 
distance of a specified object to another. 

 Classify human activities and events: To find out the 
movement of the objects (e.g.: What are the people in 
the image doing?). 

 

IV. IMPLEMENTATION OF BOW CLASSIFICATION 
 

In the BoW model, the images are represented as order-less 
groups of local features as the same as the words in the 
documents. The BoW name comes from the representation of 
bags of words in the retrieval of textual information, or bags of 
features from the visual scenes [12]. BoW model is getting 
more popular because of its high performance and simplicity. 
Because of the great success of BoW model in classification, it 
has been used in image processing field, for classifying images 
and video purposes [5]. 

This section explains the steps of implementation of text and 
image classifications and showing one example for each of 
them. Here, it has to be mentioned that videos are a sequence of 
frames, so classifying a video has the same process as 
classifying a set of images. Firstly, representation of images in 
the BoW model should be understood, and for explaining the 
document and image representation in the BoW model, there 
are two main perspectives, which are:  

A. Future Representation: Represents a document as a 
vector of word occurrences for the specified text, or a vector of 
feature occurrences for an image, it is also called histogram of 
that text or image. Some of the  non-informative words, such 
as; a, an, the, and, .etc will be removed from the dictionary after 
counting all the words from the dictionary which appear on the 
document, and the value of each element in the vector is the 
number of times a term or a word occurs in that document 
divided by the total number of the elements in the dictionary of 
that document. The same concept is available in representation 
of images in BoW model, a visual vocabulary is derived to 
show the dictionary by collecting the extracted features from a 
set of training images. Features representing the local areas of 
the images are the same as document words [13].  

B. Codebook Generation: In this perspective, features will 
be extracted from the training images, and vectors will be 
quantized to develop a codebook. The nearest code in the 
codebook will be assigned for the features of an image. The set 
of codes will be used to reduce the features of an image and 
represented as a histogram. The normalized histogram of visual 
words is the same as the normalized histogram of codes [13]. 

Producing codewords (words in text documents) from 
vector represented patches is a very important step in BoW, and 
in turn the codebook (word dictionary in text documents) from 
the codewords. One of the simple and easy techniques in BoW 
is applying K-means clustering on all the vectors. There is a 
center for each cluster, and the codewords will be defined as 
those centers, and the size of the codebook will be equal to the 
number of the clusters. Finally, each image is formed from 
several patches, and by using the process of clustering each of 
the patches are mapped to a specific codeword, and the 
histogram of the codewords can be used to represent the images 
[7]. 

In other words, each image is treated as a word in the BoW 
model. This can be achieved in three basic steps which 
are: feature detection, feature description, and codebook 
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generation [2]. After feature detection completed, each image 
or visual scenes are isolated by local patches for representing 
the features. Representing the patches as vectors of numbers is 
the key idea of the method of feature representation. The 
numerical vectors are called descriptors of the features. A 
descriptor with good performance should guarantee to treat 
texts and images with different scales, intensities, 
illuminations, and rotations.  

The representation of term vectors of images in BoW 
method is very tight and compact process, because it discards 
the relative locations, spatial information, feature orientations, 
and feature scales. Briefly, the process of image representation 
in BoW is summarized as follows and shown in Fig. 1. 
     A. Generating Vocabulary: is the process of feature 
extraction from an image. Quantizing or clustering vectors of 
the features into a “visual vocabulary”, each of the clusters 

represent a “visual word” or “term”. In some researches, “visual 

codebook” is also defined as the vocabulary.  Terms in the 

vocabulary are the codes in the “codebook”. 
     B. Defining Terms: is the process of assigning the features 
to the closest terms in the vocabulary by using the Nearest 
Neighbors technique or a strategy that is related to it. 
     C. Generating Term Vector: is the process of creating a 
histogram which is representing a “term vector” by recording 

the count or numbers of each term that appears in the image. 
That “term vector” is the representation of BoW of an image. 
 

 
 
Fig. 1. The process of visual scene classification in BoW model 

 
Visual scenes can be classified by applying the 

abovementioned three steps, the final step of the classification 
is the output from the histogram which is an image that is 
classified by the BoW.  

Selecting the feature detection and feature representation 
methods is one of the key decisions in using BoW technique. 
For that purpose, one of the detectors that is using commonly 
and has good performance is Harris-Affine detector, and 
interest point operators as the detectors can also be used in this 
process [14]. Usually to describe the local image patches, a 
high-dimensional vector for the features is used. One of the 
popular and commonly used methods is the 128-dimensional 
SIFT descriptor.  

The process of image or scene classification has the same 
concept as the document classification with some changes in 
the practical process only. For example, a filter is used to break 
the images into feature patches instead of the tokenizer to break 
the documents or sentences into words, the features are used 
instead of the words, that is why Bag of Words is also called 
Bag of Features, and the dictionary contains the features instead 
of the words [15]. 

In this part of the Implementation section, an example of 
document classification using BoW is explained: 

 
First Document: Dara likes to go to cinema. Going to cinema 
is one of the hobbies of Azad. 
Second Document: Dara also wants to go to play football and 
to go to swim 
 
Based on the abovementioned text documents or sentences, a 
group of words is produced for each sentence by tokenizing the 
sentences to produce a dictionary of the words, as follows:  
 
First Document: “Dara”, “likes”, “to”, “go”, “to”, “cinema”, 

“Going”, “to”, “cinema”, “is”, “one”, “of”, “hobbies”, “of”, 

“Azad” 
 
First Document: “Dara”, “also”, “wants”, “to”, “go”, “to”, 

“play”, “football”, “and”, “to”, “go”, “to” “swim” 
 
Each bag of the words is represented as following:  
 
BoW 1 = {“Dara”:1, “likes”:1, “to”:3, “go”:1, “cinema”:2, 

“Going”:1, “is”:1, “one”:1, “of”:2, “the”:1, “hobbies”:1, 

“Azad:1”};  
 
BoW 2 = {“Dara”:1, “also”:1, “wants”:1, “to”:4, “go”2, 

“play”:1, “football”:1, “and”:1, “and”:1, “swim:1”}; 
 

In BoW model, the order of the elements is free, and the 
number of duplications of each word is the value of that word 
in the document. And the “Union” of two text documents is the 
combination of the words of the both text documents as shown 
in “ (1)”.  
 
                            BoW 3 = BoW 1 U BoW 2                        (1) 
 
The result of the “union” of the two documents will be:  
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Third Document: Dara likes to go to cinema. Going to cinema 
is one of the hobbies of Azad. Dara also wants to go to play 
football and to go to swim. 

Which can be represented in the format of BoW as the 
following:  
 
BoW3 = {“Dara”:2, “likes”:1, “to”:7, “go”:3, “cinema”:2, 

“going”:1, “is”:1, “one”:1, “of”:2, “the”:1, “hobbies”:1, 

“Azad”:1, “also”:1, “wants”:1, “play”:1, “football”:1, “and”:1, 

“swim”:1}  
 

In practical experiments, the BoW model is basically used 
as a tool to generate and classify features. Various measures of 
text categorization can be generated by transforming text using 
BoW. The number of occurrences of a word or a term in a text 
document is known as term frequency, which will be used to 
specify the category of the text or simply classifying the text. 
As an example, for the above mentioned two text documents, 
the term frequencies of the duplicated words can be used to 
create histograms for each document, in which the BoW 3 is 
used to specify the term frequencies for the BoW 1 and BoW 2.  
 
1) [1, 1, 3, 1, 2, 1, 1, 1, 2, 1, 1, 1, 0, 0, 0, 0, 0, 0] 
2) [1, 0, 4, 2, 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1] 
 

Each of the elements in the sequence represents the number 
of the occurrences of the specified entries in the sequence, 
which is also called “Histogram Representation” of the 

document. For example, in the first sequence which defines the 
first document, the first two elements are “1, 1” which can be 
explained as follows: 
 The first word in the document or the sentence 

corresponds to “Dara” which is the first element. The 
value of “Dara” is “1”, since in the first document it 

occurs only once.  

 The second word in the document corresponds to “likes” 

which is the second element. The value of “likes” is “1”, 

since in the first document it occurs only once.  

The representation of the sequences or vectors does not 
consider the sequence of the words or orders in the documents, 
which is one of the major properties of the BoW model. The 
Term frequency of documents are not the best representation, 
for that reason common terms like “the”, “a”, “to” has usually 

the maximum frequency terms in the documents. So, the terms 
with the highest frequencies does not mean that those words are 
the most important terms in the document. For that reason, the 
technique of “term frequency - inverse document frequency” is 

used to solve that kind of problem, which is one of the most 
common ways to “normalize” the term frequencies by 

weighting a term by the inverse of the frequency of that 
document. So, after discarding the common terms in the 
previously example, the most duplicated terms are “go” and 

“cinema”. It can be said that “go to cinema” is the main subject 

in the documents. 
 

A. Applications 

Bag of Words can be used in different fields and in too much 
applications, some of the applications that are used in different 
fields are mentioned in this section, which are: 
1) Text classification: 

 Put a weight for each word (as shown in Fig. 2). 
 Determine document’s topic. 

2) Image classification: 
 Is the image a city, a river, or a forest? 
 Is any car existing in the image or not? 

3) Object detection: 
 Where is the car in the image? 
 Which objects does this image contain? 
 Detecting and reading the car plates (as shown in Fig. 

3). 
 Detecting specified objects (as shown in Fig. 4). 

4) Detecting orientations: 
 Is the car entering the park or exiting? 
 Where the man looks for? 

5) Distances determination: 
 How much meters the car is far from the sea? 
 What is the length of this building? 

6) Instance recognition: 
 Where is he waffle cake located in the market? 
 Capturing car plates by radar on street. 

7) Event recognition: 
 Is the man walking or running? 
 Is the man sitting or sleeping? 

 
Fig. 2. Determining weight for specified words. 
 

 
Fig. 3. Capturing car plate and translate to digital text. 
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Fig. 4. Counting the motorbikes and cars differently that are in the range 
between the two yellow lines. 

B. Challenges 

In this section the main challenges of BoW will be 
highlighted, in which the image will be difficult to be detected 
or fully unrecognized in the following cases: 
 Viewpoint variation: the same image that is captured 

from different positions. 

 Illumination: the same image with lighting from different 
locations. 

 Deformation: the same object in which its shape 
deformed. 

 Occlusion: two objects that are put behind each other and 
the result will be a new combined image. 

 Background clutter: the object with a color that is the 
same or very near to the background color. 

 Intra‐ class variation: an object with different kinds of 
the same type (e.g.: a chair with different kinds). 

V. CONCLUSION 
 

The world goes through automatic and technological era, 
with lesser amount of people but faster and better work, and if 
we want a reader device to compute correctly and in a right 
manner, so they should be programed as well as they could 
work with one time train and work harder and faster. For that 
reason, BoW model have recently become more popular for 
content based text and visual scene classifications, because of 
its relative simplicity and good performance in a number of 
vision tasks. They evolved from Texton methods in texture 
analysis to image and even videos through frame 
classifications and representations. Algorithms with good 
performances should guarantee for the detection, 

determination, classification and recognition of objects.  
Finally, according to the good performance and capability of 
the BoW, it can be concluded that BoW can be used as 
classification algorithm for document and visual scenes, 
because it provides successful and validated outputs. 
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