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Abstract 

The dominant neural machine translation (NMT) models 
that based on the encoder-decoder architecture have recently 
achieved the state-of-the-art performance. Traditionally, the 
NMT models only depend on the representations learned dur- 
ing training for mapping a source sentence into the target do- 
main. However, the learned representations often suffer from 
implicit and inadequately informed properties. In this paper, 
we propose a novel bilingual topic enhanced NMT (BLT- 
NMT) model to improve translation performance by incor- 
porating bilingual topic knowledge into NMT. Specifically, 
the bilingual topic knowledge is included into the hidden 
states of both encoder and decoder, as well as the attention 
mechanism. With this new setting, the proposed BLT-NMT 
has access to the background knowledge implied in bilin- 
gual topics which is beyond the sequential context, and en- 
ables the attention mechanism to attend to topic-level atten- 
tions for generating accurate target words during translation. 
Experimental results show that the proposed model consis- 
tently outperforms the traditional RNNsearch and the previ- 
ous topic-informed NMT on Chinese-English and English- 
German translation tasks. We also introduce the bilingual 
topic knowledge into the newly emerged Transformer base 
model on English-German translation and achieve a notable 
improvement. 

 
Introduction 

Neural Machine Translation (NMT) (Sutskever, Vinyals, and 
V. Le 2014; Cho et al. 2014; Bahdanau, Cho, and Ben- 
gio 2015) is a novel approach to machine translation that 
has shown remarkable superiority over conventional statisti- 
cal machine translation (SMT) across a variety of language 
pairs (Junczys-Dowmunt, Dwojak, and Hoang 2016), which 
directly models the entire translation process through train- 
ing an encoder-decoder network in end-to-end style. The 
success of NMT depends on its capacity of using represen- 
tation to bridge the source and target languages. However, 
this representation, a sequence of fixed-dimensional vectors 
learned from sequential context, suffers from implicit and 
inadequately informed properties. 

Currently, many methods have been proposed to enrich 
the representations produced by NMT model, such as cover- 
age mechanism (Tu et al. 2016), fertility constraint (Cohn 

 
et al. 2016), posterior regularization (Zhang et al. 2017a) 
and linguistic knowledge based methods (Sennrich and 
Haddow 2016; Eriguchi, Hashimoto, and Tsuruoka 2016; 
Chen et al. 2017a; 2017b; Wu, Zhou, and Zhang 2017; 
Wu et al. 2017). Although (Zhang et al. 2016) had pro- 
posed a topic-informed NMT model that can increase the 
likelihood of selecting words from the same topic or domain 
by conveying topic knowledge during translation, the topic- 
informed NMT suffers from the gap between the two topic 
distributions of source and target languages that are respec- 
tively constructed by two independent LDA models. 

In this paper, we take bilingual topic information as prior 
knowledge and incorporate it into NMT for further improv- 
ing translation performance. More concretely, (1) we use 
bilingual LDA to jointly learn the topic distribution of each 
source and target word by taking comparable documents 
from Wikipedia in two languages and mapping them into 
a shared topic space which represented by a group of uni- 
versal topics. (2) We consider the topic distribution learned 
by bilingual LDA of each word as its topic embedding, 
and propose a novel bilingual topic enhanced NMT (BLT- 
NMT) model that takes topic embeddings of source and tar- 
get words as additional inputs. 

For encoding, we generate representations containing in- 
formation both from literal words and from latent topics 
for each source sentence by introducing a joint-encoder net- 
work. During decoding, we convey target-side topic knowl- 
edge by developing a joint-decoder, and augment the exist- 
ing attention mechanism with topic-level attentions by de- 
veloping a joint-attention network. Through this way, each 
target word is generated according to both the literal rele- 
vance and the topical relevance with source words. Further- 
more, we modify the softmax layer by adding a separate gen- 
eration probability at each prediction timestep, which can 
bias the probability distribution over target vocabulary and 
contributes to generating quality translations. 

We evaluate the proposed model on Chinese-English 
and English-German translation tasks. Experimental results 
show that the proposed model consistently outperforms 
the traditional RNNsearch and the previous topic-informed 
NMT. In addition, we also introduce the bilingual topic 
knowledge into the newly emerged Transformer on English- 

 
 

Copyright c 2019, Association for the Advancement of Artificial 
Intelligence (www.aaai.org). All rights reserved. 

German translation and achieve a notable improvement. 
Compared with the previous topic-informed NMT, the 

mailto:leolgao@tencent.com
mailto:ao@tencent.com


7258  

Σ 

D {⟨
 ⟩ } 

Y 

− 

· − 

Σ 

Σ 

(s)   (s) 

Sample topics Representative words 

Software Topic bǎnběn, yònghù, gōngnéng, ... 
Windows,users,version, ... 

Music Topic 
zhuānjı́, yuèduı̀, gēqǔ, ... 
song,album,band,music, ... 

 

Table 1: Sample of universal topics. 

 
novelties of our method are in three folds: 

We use bilingual LDA to represent both the source and 
target languages into a shared topic space using a group 
of universal topics, as shown in table 1. By doing so, our 
BLT-NMT model can directly connect source and target 
words through specific topic dimensions. 

We develop a joint-attention network to model the rele- 
vance between source and target words at both word-level 
and topic-level, which makes words aligned more accu- 
rately. 

We introduce a biased-softmax mechanism to assign more 
generation probabilities to the target words that are rele- 
vant with the topics of the source sentence. 

 

Neural Machine Translation 
Neural Machine Translation is a neural network, which is 
implemented as an encoder-decoder framework with recur- 
rent neural networks and attention mechanism (Bahdanau, 
Cho, and Bengio 2015; Luong, Pham, and Manning 2015). 
We follow (Bahdanau, Cho, and Bengio 2015), and give a 
brief summarization here. 

Given a source sentence x = x1, x2, ..., xL and a target 
' 

 

 
 

 
 

 

Figure 1: Graphic model of bilingual LDA. wm,n indicates 
the n-th word in m-th document, zm,n indicates the topic 
assigned to wm,n, M indicates the number of documents 
and Nm indicates the length of the m-th document. The let- 
ter S denotes the source language, and the letter T denotes 

the target language. α→ , β→S   and β→T   are hyper-parameters of 
Dirichlet prior distributions. 

 

where a is parametrized as a feedforward neural network, hj 
is the j-th hidden state of encoder. 

Given a set of training examples = x(s), y(s)   |s
D
=

|
1, 

the log-likelihood of the training data is: 

|D| 

£(D; Θ) = log p(y |x ; Θ) (6) 
s=1 

sentence y = y1, y2, ..., yL' , where L and L   respectively The whole model, consisting of the encoder, decoder and 
indicates the length of x and y. NMT models the translation 
probability as 

L
' 

P (y|x) = p(yi|y<i, x; Θ) (1) 
i=1 

where Θ is the model parameters and y<i = y1, y2, ..., yi 1 
is partial translation. The generation probability of yi is 

p(yi|y<i, x) ∝ exp {g(yi−1, si, ci)} (2) 

where g( ) is a non-linear activation function, yi 1 is the 
previous translated target word and 

si = f (yi−1, si−1, ci) (3) 

is the i-th hidden state of decoder, f (·) is a non-linear trans- 

attention model, is then tuned end-to-end to maximize the 
log-likelihood. 

 
Bilingual Topic Knowledge Acquisition 

Instead of letting the NMT model rely solely on the implicit 
representation it learns during training, we improve its per- 
formance by augmenting it with bilingual topic knowledge. 
In this section, we describe our method on bilingual topic 
knowledge acquisition. 

We use bilingual LDA (BL-LDA) (Ni et al. 2009) to 
mine bilingual topics by taking comparable documents from 
Wikipedia in two different languages and mapping them into 

formation. The attention ci is the context vector that denotes 
a shared topic space. BL-LDA adapts Latent Dirichlet Allo- 
cation (Blei, Ng, and Jordan 2003) to model bilingual topics, 

the relevance with source words for generating yi and is cal- 
culated by an attention model. As 

L 

ci = αijhj (4) 
j=1 

where αij is given by 

  exp(eij)  

and assumes that every two documents of a concept unit in 
Wikipedia, although in different languages, share identical 
topic distribution. 

Referring to (Ni et al. 2009), we implement a BL-LDA 
model, as illustrated in Figure 1. In our experiments, bilin- 
gual document-aligned texts are used to represent the mix- 
ture of topics. We train the BL-LDA model using the 
Wikipedia comparable corpora, and estimate the parame- αij = m 

k=1 exp(eik) (5) ters of the BL-LDA by Gibbs Sampling algorithm (Gregor 

eij  = a(si−1, hj ) 2005). When training is finished, we can obtain the topic 

• 

• 

• 
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Figure 2: Graphic structure of bilingual topic enhanced NMT model. 

 
distribution φS of the t-th source word wS as gives the graphical illustration of the proposed BLT-NMT 

t t 

φS = [ϕS , ..., ϕS , ..., ϕS  ] model, which consists of three parts: Joint-Encoder, Joint- 
t 1t 

 S 

kt Kt 

CS  + β→S 
 

(7) 
Attention and Joint-Decoder. 

ϕ = kt  Joint-Encoder 
kt ΣK S →S 

In encoding phase, we convert the sequence of words into a 
and the topic distribution φT of the t-th target word wT as sequence of word embeddings and another sequence of topic 

t t 

φT = [ϕT , ..., ϕT , ..., ϕT ] 
embeddings. The word embeddings are obtained by looking 
up the word embedding table that is randomly initialized and 

t 1t kt Kt 
CT  + β→T (8) updated during training, and the topic embeddings of source 

ϕT  = kt  words are pre-calculated according to Equation 7 that are 
kt ΣK T →T 

 

where K is the number of the universal topics, CS and CT represents a sequence of word embeddings as a sequence 
denote the number of times that wS and wT are assigned to of hidden vectors {h , h , ..., h }, where h is the concate- 
the shared topic k, respectively. We take the topic distribu- 
tion of each word as its topic embedding. Thus, the BL-LDA 
maps the two languages into a shared topic space, and we 
can build direct connections between all words of the two 
languages according to specific topic dimensions. 

In inference phase, we can use the BL-LDA model to as- 
sign topics to a new document by Gibbs Sampling, and cal- 
culate the topic distribution of the new document as 

θ = [ϑ1, ..., ϑk, ..., ϑK] 

nation of the outputs of the forward and backward GRUs. 
And we additionally develop a topic-encoder which maps a 
sequence of topic embeddings of the source sentence into 
a sequence of hidden topic-vectors r1, r2, ..., rL . We also 
utilize a bidirectional GRU as topic-encoder, and the j-th 
hidden topic-vector rj is calculated as 

rj  = BiGRU (φS , rj−1) (10) 

where φS is the topic distribution of the j-th source word. 
Thus, the joint-encoder generates representations containing 

  Ck + α→  
ϑk = 

k' =1(Ck    + α→ ) 

(9) information both from literal words and from latent topics. 

Joint-Attention 
where Ck is the number of times that topic k is assigned to 
the new document. 

BLT-NMT: Bilingual Topic enhanced Neural 
Machine Translation 

We aim to enhance NMT through incorporating bilingual 

We augment the existing attention mechanism with topic- 
level attentions by developing a joint-attention network to 
improve word alignment quality, which consists of a literals- 
attention module and a topic-attention module. 

Literals-attention The literals-attention is used to sum- 
marize {hj}L as the sequential context vector ci, which 

topic knowledge into neural machine translation. Figure 2 calculated according to Equations 4 and 5. 

) 

) kept fixed during translation process. We introduce a bidi- 
rectional GRU (Cho et al. 2014) as the literals-encoder that 
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Topic-attention The topic-attention is used to synthetise the v-th column of which denotes the topic embedding of the 
the topical context vector ki from {rj}L     . More concretely, v-th word in target vocabulary. Adding such an extra genera- 
when generating the i-th target word, the topic-attention tion probability can bias the target word distribution, that is, 
takes the hidden topic-vectors of the topic-encoder {rj}L  , target words that are relevant with the topics of the source 
the previous hidden state of the literals-decoder si 1, and 
the previous hidden state of the topic-decoder zi 1 as in- 
puts, and predicts topical relevance between the i-th target 
word and all words in source sentence. That is, 

  exp(ẽij )  

sentence are more likely to be generated. 
 

Experiments 
We mainly evaluate the proposed model on Chinese-English 
and English-German translation tasks. 

α̃ij  = m 
o=1 exp(ẽio) (11) 

ẽij  = ã(si−1, zi−1, rj) 

where  ã  is  parametrized  as  a  feedforward  neural  network, 
and the topic context vector ki is synthetised as: 

L 

ki = α̃ijtj (12) 
j=1 

Following (Xing et al. 2017), there is an extra input (i.e., 
si 1) in topic-attention. With this strategy, the topical rel- 
evance between target and source words can be calculated 
under the guidance of sequential context. 

Joint-Decoder 
In decoding phase, we convey target-side topic knowledge 
during translation by developing a joint-decoder. The joint- 
decoder consists of a GRU based literals-decoder and a GRU 

Setup 
Datasets Bilingual topic modeling: We have built two 
document-aligned corpora from Wikipedia comparable cor- 
pora1 for Chinese-English and English-German language 
pairs, respectively. For Chinese-English, the comparable 
corpus consist of 405574 document-pairs, with 338.4M 
English words and 156.8M Chinese words. And for 
English-German, the comparable corpus consist of 852363 
document-pairs, with 544.4M English words and 405.0M 
German words. 

Chinese-English: The parallel training data consists of 
1.25M sentence pairs extracted from LDC corpora2, with 
27.9M Chinese words and 34.5M English words respec- 
tively. We choose NIST 2002 (NIST02) as development set, 
and the NIST 2003 (NIST03), NIST 2004 (NIST04), NIST 
2005 (NIST05), NIST 2006 (NIST06) datasets as our test 

based topic-decoder, {s }L
'    

and {z }L
'   

are hidden states 
sets. The Stanford Chinese word segmenter (Tseng et al. 

 
of the two decoders, respectively. At time step i, the literals- 
decoder is used to generate the target word yi by consid- 
ering both the literal relevance and the topical relevance 
with source words. Accordingly, the i-th hidden state of the 
literals-decoder is updated as: 

si = f (yi−1, si−1, ci, ki) (13) 

where ci is the sequential context vector, ki is the topical 
context vector, both of them are synthetised by the joint- 
attention network. And the target-side topic knowledge is 
maintained as: 

zi = f
' 

(φT   , zi−1, ki) (14) 

glish side of the corpora is tokenized. 
English-German: As previous work (Luong, Pham, and 

Manning 2015; Jean et al. 2015; Wu et al. 2016), we use 
the same subset of WMT 2014 training corpus that contains 
4.5M sentence pairs with 91M English words and 87M Ger- 
man words. The concatenation of newstest2012 and new- 
stest2013 is used as the development set and newstest2014 
is used as the test set. 

We apply the script mteval-v11b.pl to evaluate the 
Chinese-English translation and utilize the script multi- 
belu.pl for English-German translation. The metrics are ex- 
actly the same as in the previous literatures. 

where φT is the topic embedding of yi−1, which calculated Training Details For all experiments of bilingual topic 
i 1 

according to Equation 8 and is kept fixed during translation 
process. f

'  

denotes the topic-decoder unit. 
In softmax layer, we assign more generation probabili- 

ties to the target words that are relevant with the topics of 
the source sentence through introducing a biased-softmax 
mechanism. At i-th time step, the generation probability 
p(yi) is calculated as 

modeling,  we  set  the  hyper  parameters  as  α→   =   0.5/K, 

β→S   =  0.1  and  β→T    =  0.1,  where  K  is  the  number  of  uni- 
versal topics ranging from 50 to 500, with 50 as the step 
size. For each value of K, the model is estimated using 200 
Gibbs Sampling iterations. 

To efficiently train NMT models, we remove sentences 
longer than 50 words for Chinese-English and sentences 
longer than 100 words for English-German. Besides, we use 

p(yi) = softmax {g(yi−1, si, zi, ci, ki) + b} 

b = θS · Φ 
(15) both source and target vocabularies with 30K most frequent 

words for Chinese-English translation, and 32K sub-word 
tokens based on byte-pair encoding (Sennrich, Haddow, and 

where g(·) is a non-linear activation function, θS ∈ RK is    
the topic representation of the source sentence and is cal- 
culated by Equation 9 (i.e., the inference mode of bilingual 
LDA). Φ RK×Vy is the topic embedding matrix of the tar- 
get language that established according to Equation 8, and 

1http://linguatools.org/tools/corpora/ 
wikipedia-comparable-corpora/ 

2LDC2002E18, LDC2003E07, LDC2003E14, the Hansards 
portion of LDC2004T07, LDC2004T08, and LDC2005T06 

2005) is used to segment the Chinese training data. The En- 

http://linguatools.org/tools/corpora/
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Birch 2016) for English-German translation. All the out-of- 
vocabulary words are mapped to a special token UNK. Fi- 
nally, such vocabularies contained 98.43% Chinese words 
and 99.40% English words of the Chinese-English corpus, 
and almost 100% English and German words of the English- 
German corpus. For all experiments, we set the following 
hyper-parameters: word embedding dimension as 512, hid- 
den layer size as 1024, batch size as 80, gradient norm as 5.0, 
dropout rate as 0.3 and beam width as 10. Inspired by (Wu 
et al. 2016), we initialize all trainable parameters uniformly 
between [-0.04, 0.04]. We use the Adam optimizer with 
β1 = 0.9, β2 = 0.98, and ϵ = 10−9 and follow the same 
learning rate schedule in (Vaswani et al. 2017). 

Models for Comparison We compare the proposed model 
against the following three models: 

• DL4MT is an open source NMT toolkit3. 

RNNsearch is a re-implementation of (Bahdanau, Cho, 
and Bengio 2015), and we assemble it with some ad- 
vanced techniques, such as using the output of forward 
RNN as the input of backward RNN, training with dy- 
namic learning rate and initializing all word embeddings 
with word2vec4. 

Topic-Informed NMT is an in-house implementation 
of (Zhang et al. 2016) based on RNNsearch. For fair 
comparison, instead of the translation training data used 
in (Zhang et al. 2016), we use the additional Wikipedia 
comparable corpora5 introduced in this paper to indepen- 
dently learn the topic distributions of the source and target 
languages. 

Parameters & Speed RNNsearch and Topic-Informed 
NMT models have 79.9M and 80.4M parameters, respec- 
tively. By contrast, the parameter size of our proposed model 
is about 90.7M. We train our BLT-NMT on single NVIDIA 
Titan X GPU. For Chinese-English translation, each train- 
ing step takes about 0.5 seconds, the model is trained about 
150,000 steps (21 hours) and is saved at each 1,000 up- 
dates. For English-German translation, each training step 
takes about 0.8 seconds, the model is trained about 300,000 
steps (2.8 days) and is saved at each 2,000 updates. 

Effect of universal-topic number 
We first investigate the impact of the number of univer- 
sal topics on the development set for Chinese-English and 
English-German translation tasks. To this end, we gradually 
varied K from 50 to 500 with 50 as step size. As shown in 
Figure 3, we find that our model achieves the best perfor- 
mance when K = 100 and K = 150 for Chinese-English 
and English-German translations respectively. Therefore, 
we set K = 100 for Chinese-English translation, and set 
K = 150 for English-German translation. In addition, we 
find that the BLEU scores of both the two translation tasks 

 
 

3https://github.com/nyu-dl/dl4mt-tutorial/ 
4https://code.google.com/archive/p/word2vec/ 
5The Wikipedia comparable corpora consist of over 41 million 

aligned articles for 253 language pairs, which can be generalized to 
many translation tasks especially to low-resource language pairs. 

 
 

 
Figure 3: Experimental results on the development sets 
of various settings of universal topic number for Chinese- 
English (the left y-axis + the red line) and English-German 
(the right y-axis + the green line) translation tasks. 

 
 

tend down with the number of universal topics increasing. 
This phenomenon had also emerged in (Zhang et al. 2016). 
One possible reason we conjecture is that the number of uni- 
versal topics is too large for overfitting, and another is that 
the information is too fragmentary to represent a topic. 

 
Results on Chinese-English 

The experimental results on Chinese-English translation are 
depicted in Table 2. At first, compared to the DL4MT, our 
basic RNNsearch achieves a significant improvement by 
+4.39 BLEU points. Although our RNNsearch is a basic at- 
tentional NMT model, we assemble it with some advanced 
techniques, such as using the output of forward RNN as the 
input of backward RNN, training with dynamic learning rate 
and initializing all word embeddings with word2vec. What- 
ever, we give the comparison between our basic RNNsearch 
and DL4MT is to prove that our baseline is strong enough, 
and all improvements over baseline model are reliable. 

Clearly BLT-NMT leads to a remarkable improvement 
over its competitors. Compared to RNNsearch and Topic- 
Informed NMT, BLT-NMT is +3.56 and +1.68 BLEU scores 
higher respectively, showing the modeling power gained 
from the bilingual topic knowledge. The reason is that our 
proposed model has access to the background knowledge 
which is beyond the sequential context. 

To further prove the effectiveness of BLT-NMT, we 
also make a comparison with some dominant individ- 
ual   models   such   as   COVERAGE,   NMTIA,   MemDec, 
NMTH Distortion and DeepLAU. Our best single model 
outperforms both a coverage model (COVERAGE) as well 
as a memory enhanced NMT model (MemeDec) by +4.60 
and +3.13 BLEU points on the same data set respec- 
tively. Even compared with DeepLAU, the BLT-NMT also 
achieves a notable improvement by +1.13 BLEU points. 

• 

• 
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MODEL NIST03 NIST04 NIST05 NIST06 Average 
COVERAGE (Tu et al. 2016) 
NMTIA (Meng et al. 2016) 
MemDec (Wang et al. 2016) 
NMTH−Distortion (Zhang et al. 2017b) 
DeepLAU (Wang et al. 2017) 

34.49 38.34 34.91 34.25 35.50 
35.69 39.24 35.74 35.10 36.44 
36.16 39.81 35.91 35.98 36.97 
37.93 40.40 36.81 35.77 37.73 
39.35 41.15 38.07 37.29 38.97 

DL4MT 32.37 34.22 31.03 30.97 32.15 
RNNsearch 36.25 39.69 35.51 34.70 36.54 
Topic-Informed NMT 38.82 40.48 37.75 36.64 38.42 
BLT-NMT 40.41∗++ 41.15∗∗++ 39.88∗∗++ 38.97∗∗+ 40.10 

 

Table 2: Evaluation of the Chinese-English translation task using case-insensitive BLEU scores. We also displayed the experi- 
mental results of the five models reported in (Wang et al. 2017; Zhang et al. 2017b). COVERAGE is a basic NMT model with a  
coverage model. NMTIA exploits a interactive attention mechanism to keep track of interactive history in decoding. MemDec 
improves translation quality with external memory. NMTH Distortion incorporates word reordering knowledge into NMT. 
DeepLAU reduces the gradient propagation length inside the recurrent unit of RNN-based NMT. “ ” significantly better than 
RNNsearch (p < 0.05); “ ” significantly better than RNNsearch (p < 0.01); “+” significantly better than Topic-Informed 
NMT (p < 0.05); “++” significantly better than Topic-Informed NMT (p < 0.01). 

 

 
MODEL Softmax Average Q 
BLT-NMT biased 40.10 - 
BLT-NMT vanilla 39.65 -0.45 
RM-TEnc biased 39.33 -0.77 
RM-TAttn biased 39.18 -0.92 
RM-TEnc-TAttn biased 39.04 -1.06 
RM-BLT vanilla 36.83 -3.27 

 

 
 
 

 
Table 3: Evaluation of the WMT English-German transla- 
tion using case-insensitive BLEU scores. We directly cited 
the experimental results of various existing state-of-the-art 
models, such as GNMT (Wu et al. 2016), ConvS2S (Gehring 
et al. 2017) and Transformer (Vaswani et al. 2017). “BLT” 
in the last row indicates “bilingual topic knowledge”. All the 
improvements are statistically significant (p < 0.05). 

 

Results on English-German 

To enhance the persuasion of our model, we also report some 
experimental results of various existing state-of-the-art mod- 
els on the same data set, including Deep RNN models (Jean 
et al. 2015; Luong, Pham, and Manning 2015; Zhou et al. 
2016; Wu et al. 2016), Deep CNN model (Gehring et al. 
2017) and Deep Attention model (Vaswani et al. 2017). For 
fair comparison, we just list the single model results reported 
in their papers. 

Table 3 presents the results on WMT English-German 
translation. Our BLT-NMT still significantly outperforms 
RNNsearch and Topic-Informed NMT by +1.88 and +1.12 
BLEU points, respectively. Compared to other RNN based 
and CNN based models, our BLT-NMT is very competitive, 
although it is a shallow model. 

Table 4: Averaged case-insensitive BLEU scores on 
Chinese-English translation for BLT-NMT with different 
settings. (”biased” indicates our biased-softmax mechanism, 
and ”vanilla” indicates standard softmax operation. The ” ” 
column presents the drop of test compared to BLT-NMT.) 

 

We also introduce the bilingual topic knowledge into the 
newly emerged state-of-the-art Transformer (Vaswani et al. 
2017). More concretely, we just concatenate the word em- 
bedding and the topic embedding of each (source or tar- 
get) word, and then feed this concatenation into the standard 
Transformer base model, the other settings are the same as 
described in (Vaswani et al. 2017). With this strategy, we 
achieve a notable improvement of +0.63 BLEU points over 
the standard Transformer base model. We believe that the 
bilingual topic knowledge introduced in this paper is helpful 
for NMT and can be applied to other architectures easily. 

Analysis 
We further look into the proposed BLT-NMT model and 
study the main factors that influence our results on Chinese- 
English translation task. 

Ablation Study To understand the importance of differ- 
ent components of the proposed model, we develop five 
variants of BLT-NMT. (1) BLT-NMT with vanilla softmax, 
which means we just remove the item b in Equation 15; 
(2) RM-TEnc: we remove the topic-encoder, which means 
that the topic-attention directly summarizes the sequence of 

MODEL Voc. BLEU 
(Jean et al. 2015) 500K 19.40 
(Luong, Pham, and Manning 2015) 50K 20.90 
(Zhou et al. 2016) 160K 20.60 
GNMT WMP-32K 4

−
0K 24.61 

ConvS2S  25.16 
DL4MT 32K 20.54 
RNNsearch 32K 23.80 
Topic-Informed NMT 32K 24.56 
BLT-NMT 32K 25.68 
Transformer (base) 
Transformer (base) + BLT 

− 
− 

27.30 
27.93 
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Figure 4: BLEU scores on different translation groups di- 
vided according to source sentence length. 

 
topic embeddings of source sentence as context topic vec- 
tor; (3) RM-TAttn: we remove the topic-attention module, 
that is, we concatenate the outputs of the literals-encoder 

bol through attending to topic-level attentions, as the EOS 
symbol not favours to any topic. 

 

Related work 
Many studies have focused on using explicit prior knowl- 
edge to help learn sentence representations for NMT, such 
as (Tu et al. 2016; Cohn et al. 2016; Sennrich and Haddow 
2016; Eriguchi, Hashimoto, and Tsuruoka 2016; Zhang et al.  
2017a; Chen et al. 2017a; Wu et al. 2017; Chen et al. 2017b; 
Wu, Zhou, and Zhang 2017). (Tu et al. 2016) incorporate 
coverage mechanism to improve the adequacy of transla- 
tion. (Cohn et al. 2016) add agreement constraints to train- 
ing objectives and improve translation performance at both 
directions synchronously. (Zhang et al. 2017a) propose to 
use posterior regularization to provide a general framework 
for integrating prior knowledge into NMT. (Sennrich and 
Haddow 2016) incorporate linguistic features to improve the 
NMT performance by appending feature vectors to word 
embeddings. (Eriguchi, Hashimoto, and Tsuruoka 2016) and 
(Chen et al. 2017a) respectively introduce the source-side 
syntactic trees into NMT by developing a bottom-up tree 

and the topic-encoder, and then feed this concatenation 
into literals-attention; (4) RM-TEnc-TAttn: we remove both 
topic-encoder and topic-attention, which is structurally the 
same as (Zhang et al. 2016); (5) RM-BLT: for excluding the 
effect of additional model parameters, we just use the same 
architecture as illustrated in Figure 2 but feed the “topic” 
branch of this architecture with word embeddings rather 
than with bilingual topic embeddings. 

Results are reported in Table 4. Firstly, by comparing 
row 1 to row 2, we can see that the biased-softmax demon- 
strates a remarkable improvement, as it enables the BLT- 
NMT assigns more generation probabilities to the target 
words that are relevant with the topics of the source sentence 
and consequently contributes to generating quality transla- 
tion. Then, removing topic-encoder, topic-attention and both 
lead to 0.77, 0.92 and 1.06 BLEU drops respectively. We can 
conclude that both the topic-encoder and the topic-attention 
are essential for BLT-NMT. Finally, when we use the same 
model architecture as BLT-NMT but don’t actually provide 
any topic information from the bilingual LDA, the BLEU 
score dramatically decrease by 3.27. Therefore, we can con- 
clude that the bilingual topics provide useful background 
knowledge for improving translation performance. 

Source Sentence Lengths We carry out a more detailed 
comparison between RNNsearch, Topic-Informed NMT and 
BLT-NMT, suggests the superior performance of our model. 
In particular, we plot BLEU scores with respect to the length 
of source sentences in Figure 4. We observe that our model 
achieves the best performance in all groups. The improve- 
ments become larger for sentences longer than 40 words, 
and this provides some evidence for the importance of the 
bilingual topic knowledge for long sentences. Intuitively, 
it makes sense that 1) the bilingual topic knowledge pro- 
vides “global” relevance for any two words regardless of 
their distance in input sentence, thus is helpful in captur- 
ing long-range dependencies and 2) the proposed model can 
avoid prematurely producing EOS (end of sentence) sym- 

encoder and a bidirectional tree encoder. (Wu, Zhou, and 
Zhang 2017) and (Chen et al. 2017b) enhance the NMT by 
enriching each encoder state with global source dependency 
structure. (Wu et al. 2017) jointly construct the target word 
sequence and its dependency structure to facilitate word gen- 
erations. Differs from these previous works, in this paper we 
focus on improving NMT with bilingual topic knowledge. 

Although topic modeling has shown its effectiveness in 
statistical machine translation (SMT) models (Chiang, De- 
neefe, and Pust 2011; Eidelman, Boyd-Graber, and Resnik 
2012; Hasler, Haddow, and Koehn 2014; Hasler et al. 2014), 
most proposed NMT models (a notable exception being that 
of (Zhang et al. 2016)) do not explicitly exploit topic knowl- 
edge during translation. (Zhang et al. 2016) propose a topic- 
informed NMT model that makes use of source-side and 
target-side topics, which are separately learned by two inde- 
pendent LDA models from translation training data and con- 
sequently lack direct connections between source and target 
words under the same topic. 

 

Conclusion and Future Work 
In this paper, we propose a novel encoder-decoder NMT 
model that makes use of bilingual topic knowledge to im- 
prove translation performance. The topics from the bilingual 
LDA provide useful background knowledge which enriches 
the representations produced by the encoder and decoder, 
and supervises the attention model to select more accu- 
rate words for translation. Experimental results on Chinese- 
English and English-German translations show that the pro- 
posed BLT-NMT model significantly outperforms the tradi- 
tional RNNsearch and the previous topic-informed NMT. 

For future work, we will focus on applying our method 
to Transformer model and validate the model on more lan- 
guage pairs. Second, we will study neural machine trans- 
lation using the Wikipedia comparable corpora with other 
kinds of information, such as word embeddings trained on 
the external comparable documents. 
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