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Abstract 

Neural Machine Translation (NMT) generates tar- 
get words sequentially in the way of predicting 
the next word conditioned on the context words. 
At training time, it predicts with the ground truth 
words as context while at inference it has to gen- 
erate the entire sequence from scratch. This dis- 
crepancy of the fed context leads to error ac- 
cumulation among the translation. Furthermore, 
word-level training requires strict matching be- 
tween the generated sequence and the ground truth 
sequence which leads to overcorrection over dif- 
ferent but reasonable translations. In this pa- 
per, we address these issues by sampling context 
words not only from the ground truth sequence but 
also from the predicted sequence during training1. 
Experimental results on NIST Chinese English 
and WMT2014 English German translation tasks 
demonstrate that our method can achieve signifi- 
cant improvements on multiple data sets compared 
to strong baselines. 

 

1 Introduction 
Neural Machine Translation has shown promising results 
and drawn more attention recently. Most NMT models 
fit in the encoder-decoder framework, including the RNN- 
based [Sutskever et al., 2014; Bahdanau et al., 2015; Meng 
and Zhang, 2019], the CNN-based [Gehring et al., 2017] and 
the attention-based [Vaswani et al., 2017] models, which pre- 
dict next word conditioned on the previous context words, de- 
riving a language model over target words. The scenario is at 
training time the ground truth words are used as context while 
at inference the entire sequence is generated by the resulting 
model on its own and hence the previous words generated by 
the model are fed as context. As a result, the words at train- 
ing and inference are predicted from different distributions, 
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namely, from the data distribution as opposed to the model 
distribution. This discrepancy, called exposure bias [Ranzato 
et al., 2015], leads to a gap between training and inference. 
As the target sequence grows, the errors accumulate among 
the sequence and the model has to predict under the condi- 
tion it has never met at training time. 

Intuitively, to relieve this problem, the model should be 
trained under the same condition it will face at inference. 
Inspired by DATA AS DEMONSTRATOR (DAD) [Venkatra- 
man et al., 2015], feeding as context both ground truth words 
and the predicted words during training can be a solution. 
NMT models usually optimize the cross-entropy loss which 
requires a strict pairwise matching at the word level between 
the predicted sequence and the ground truth sequence. Once 
the model generates a word deviating from the ground truth 
word, the cross-entropy loss will correct the error immedi- 
ately and draw the remaining generation back to the ground 
truth sequence. However, this causes a new problem. 

A sentence usually has multiple reasonable translations and 
it cannot be said that the model makes a mistake even if it 
generates a word different from the ground truth word. In the 
training set, for example, there is a sentence pair: 

train-src:     wǒ  men yı̄ng gāi zūn shǒu guı̄ zé . 
train-ref:  We should comply with the rule . 

When the source sentence “wǒ  men yı̄ng gāi zūn shǒu guı̄ 
ze´ .” is fed, Maximum Likelihood Estimation (MLE) adjusts 
model parameters to generate “We should comply with the 
rule .” with a strict word-level matching. While we assume 
the following source sentence as input at inference: 

test-src: wǒ  men yı̄ng gāi zūn shǒu fǎ lv̀  . 
test-ref: We should abide by the law . 
cand1: We should abide with the rule . 
cand2: We should abide by the law . 

once the model generates “abide” as the third target word, 
since the model has never seen the pattern “We should 
abide ...” in the training set, it would generate “with” as the 
fourth word (as cand1) so as to produce larger sentence-level 
likelihood, although “by” is the right choice. The translation 
cand1 can be treated as overcorrection phenomenon. Dif- 
ferent from the original method, when the training proceeds 
to the third step, assuming that the oracle word sampled by 
our method is exactly “abide”, then the model will potentially 
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Figure 2: Word-level oracle without noise. 

 
 

Figure 1: The architecture of our method. 

have seen the pattern “We should abide ...” in the training set,  
which finally outputs the correct translation cand2. We refer 
to this solution as Overcorrection Recovery (OR). 

In this paper, we present a method to bridge the gap be- 
tween training and inference and improve the overcorrection 
recovery capability of NMT. Our method first selects oracle 
words from its predicted words and then samples as context 

 

 
1-best 

 
 

 
 

Figure 3: Word-level oracle with Gumbel noise. 

2. Sample as the context word from the ground truth word 
from the oracle words and ground truth words. Meanwhile, 
the oracle words are selected not only with a word-by-word 
greedy search but also with a sentence-level evaluation, e.g. 
BLEU, which allows greater flexibility under the pairwise 
matching restriction of cross-entropy. At the beginning of 

∗ with a probability of p or from the oracle word 
−1 

yoracle with a probability of 1-p. (Section 2.2) 
j−1 

2.1 Oracle Word Selection 
Generally, at the j-th step, the NMT model needs the ground 

training, the model selects as context ground truth words with 
a higher probability. As the model converges gradually, ora- 

truth word ∗ 
−1 as the context word to predict yj, alterna- 

cle words are chosen as context more and more frequently. 
In other words, the training process shifts from fully-guided 
scheme to a less-guided scheme, leading the model to have 
the chance to learn to handle the mistakes made at inference 
and also has the ability to recover from overcorrection over 
alternative translations. We verify our approach on both the 
RNNsearch model and the stronger Transformer model. The 
results show that our method can significantly improve the 
performance on both models. 

2 The Proposed Method 
Suppose a sentence pair consists of the source sentence x and 
the target sentence y∗, which are denoted as: 

x = 
,

x1, · · · , x|x|

,
;   y∗ = 

,
y1

∗, · · · , y∗
y∗|

, 
(1) 

As shown in Figure 1, either the ground truth word or the 
previous predicted word, i.e. oracle words, is fed into decoder 
as context, with a certain probability. This potentially can 
reduce the gap between training and inference by training the 
model to handle the situation which will appear during test 
time. We propose two strategies for selecting oracle words: 

• select oracle words at the word level with greedy search 

• select a oracle sequence at the sentence-level optimum 

The sentence-level oracle provides an option of n-gram 
matching with the ground truth sequence and hence inher- 
ently has the ability of recovering from overcorrection for the 
alternative context. To predict the j-th target word yj, the 
following steps are involved in our approach: 

1. Select an oracle word yoracle (at word or sentence level) 

tively, we could select an oracle word yoracle to simulate the 
j−1 

context word. yoracle should be a word similar to the ground 
truth or a synonym. Different strategies will produce differ- 
ent oracle words. One option is to employ word-level greedy 
search to output the oracle word at each step, which is called 
Word-level Oracle (called WO). Besides, we can further op- 
timize the oracle by enlarging the search space with beam 
search and then re-ranking the candidate translations with a 
sentence-level metric, e.g. BLEU [Papineni et al., 2002], 
GLEU [Wu et al., 2016], ROUGE [Lin, 2004], etc. The se- 
lected translation is called oracle sentence, the words in the 
translation are Sentence-level Oracle (denoted as SO). 

Word-Level Oracle. For the j-th decoding step, we assume 
the decoder predict the final distribution by following equa- 
tion: 

Dj  = softmax (oj) (2) 

where  oj  is  a  vector  mapped  to  the  vocabulary,  named  pre- 
dicted score. The intuitive approach to select the word- 
level oracle is to pick the word with the highest probability 
from the word distribution    j 1 drawn by Eq. (2), which 
is shown in Figure 2. In practice, we can acquire more ro- 
bust word-level oracles by introducing the Gumbel-Max tech- 
nique [Gumbel, 1954; Maddison et al., 2014], which provides 
a simple and efficient way to sample from a categorical distri- 
bution. The Gumbel noise, treated as a form of regularization, 

is added to oj−1 (as the Figure 3 shows): 

η = − log (− log u) (3) 

õj−1 = (oj−1 + η) /τ (4) 

where η is the Gumbel noise calculated from a uniform ran- 
dom variable u ∼ U(0, 1), τ is temperature. As τ approaches 

at the 
j−1 

{j−1}-th step. (Section 2.1) 0, the softmax function is similar to the argmax operation, 
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and it becomes uniform distribution gradually when τ → ∞. not well trained, using yoracle as yj−1 too often would lead 

 Similarly,  according  to  õj−1 
the word-level oracle word : 

, the 1-best word is selected as j  1 to very slow convergence, even being trapped into local opti- 
mum. On the other hand, at the end of training, if the context oracle WO yj−1  is  still  selected  from  the  ground  truth  word  yj

∗  
1   at  a 

yj−1 = yj−1  = argmax (õj−1) (5) 

Note that the Gumbel noise is just used to select the oracle 
word and it does not affect the loss function for training. 

Sentence-Level Oracle. The sentence-level oracle is em- 
ployed to allow for more flexible translation with n-gram 
matching required by a sentence-level metric. In this paper, 
we employ BLEU as the sentence-level metric. To select the 
sentence-level oracles, we first perform beam search for all 
sentences in each batch, assuming beam size is k, and get k- 
best candidate translations. In the process of beam search, we 
also could apply the Gumbel noise for each word generation. 
We then evaluate each translation by calculating its BLEU 
score with the ground truth sequence, and use the translation 

large  probability,  the  model  is  not  fully  exposed  to  
−
the  cir- 

cumstance which it has to confront at inference and hence 
can not know how to act in the situation at inference. In this 
sense, the probability p of selecting from the ground truth 
word can not be fixed, but has to decrease progressively as 
the training advances. At the beginning, p=1, which means 
the model is trained entirely based on the ground truth words. 
As the model converges gradually, the model selects from the 
oracle words more often. 

Borrowing ideas from but being different from Ben- 
gio [2015] which used a schedule to decrease p as a function 
of the index of mini-batch, we define p with a decay function 
dependent on the index of training epochs e (starting from 0) 

with the highest BLEU score as the oracle sentence. We de- 
note it as yS = (yS, ..., yS S ), then at the j-th decoding step, 

µ 
p = µ + exp (e/µ) (7) 

1 |y | 

we define the sentence-level oracle word as 
where µ is a hyper-parameter. The function is strictly mono- 

yoracle = ySO = yS (6) tone decreasing. As the training proceeds, the probability p 
j−1 j−1 j−1 of feeding ground truth words decreases gradually. 

But a problem comes with sentence-level oracle. As the 
model samples from ground truth word and the sentence- 
level oracle word at each step, the two sequences should have 
the same number of words. However we can not assure this 
with the naive beam search decoding algorithm. Based on the 
above problem, we introduce force decoding to make sure the 
two sequences have the same length. 

Assume that the length of the ground truth sequence is y∗ , 
the goal of force decoding is to generate a sequence with y∗ 
words followed by a special end-of-sentence (EOS) symbol. 
Therefore, in beam search, once a candidate translation tends 
to end with EOS when it is shorter or longer than |y∗|, we 
will force it to generate |y∗| words, that is, 

If the candidate translation gets a word distribution j 

at the j-th step where j ≤ y∗ and EOS is the top first 
word in j, then we select the top second word in j as 
the j-th word of this candidate translation. 

• If the candidate translation gets a word distribution 
D|y∗|+1  at  the  {|y∗|+1}-th  step  where  EOS  is  not  the 
top first word in D|y∗|+1, then we select EOS as the 
{|y∗|+1}-th word of this candidate translation. 

In this way, we can make sure that all the k candidate transla- 

tions have y∗ words, then re-rank the k candidates according 
to BLEU score and select the top first as the oracle sentence. 
For adding Gumbel noise into the sentence-level oracle se- 
lection, we replace the j with ˜j at the j-th decoding step 
during force decoding. 

2.2 Sampling with Decay 
In our method, we employ a sampling mechanism to ran- 

 
3 Experiments 
We conduct experiments on the NIST Chinese English 
(Zh En) and the WMT2014 English German (En De) 
translation tasks. 

3.1 Settings 
For Zh En, the training set consists of 1.25M sentence 
pairs extracted from LDC corpora. We choose the NIST 
2002 (MT02) as the validation set, and the NIST 2003 2006 
(MT03 06) as the test sets. For En De, The training set 
contains 4.5M sentence pairs provided by WMT2014. We 
use the newstest2013 and newstest2014 as the validation and 
test set respectively. Byte pair encoding (BPE) [Sennrich et 
al., 2016] is employed to produce a shared vocabulary of 30k 
and 37k tokens for Zh En and En De. BLEU score [Pa- 
pineni et al., 2002] is used to evaluate the quality of transla- 
tion2. Besides, we make statistical significance test according 
to Collins [2005]. 

3.2 Systems 
The following systems are involved: 
RNNsearch: An improved version of Bahdanau [2015] 
Transformer: Base model3 [Vaswani et al., 2017] SS-NMT: 
Scheduled sampling (SS) with inverse sigmoid decay [Ben- 
gio et al., 2015] based on RNNsearch 
MIXER: Sentence-level training with mixed incremental 
cross-entropy reinforce [Ranzato et al., 2015], where the 
sentence-level metric is BLEU and the average reward is ac- 

domly select the ground truth word ∗ 
−1 or the oracle word 

quired by its offline method with a 1-layer linear regressor. 
 

 2 

y 
oracle as yj−1. At the beginning of training, as the model is 

1In order to simplify the calculation, we do not use softmax, 
because the softmax operation does not affect the sorting 

For Zh En, case-insensitive BLEU score is calculated by the 
mteval-v11b.pl script. For En De, we use the multi-bleu.pl script 
to calculate case-sensitive tokenized BLEU score. 

3https://github.com/pytorch/fairseq 

− 
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  Zh→En En→De 
Systems Architecture MT03 MT04 MT05 MT06 Average newstest2014 

Existing end-to-end NMT systems 
Tu [2016] Coverage 33.69 38.05 35.01 34.83 35.40 – 
Shen [2016] MRT 37.41 39.87 37.45 36.80 37.88 – 

Zhang [2017] Distortion 37.93 40.40 36.81 35.77 37.73 – 

Our end-to-end NMT systems 

 
 

this work 

RNNsearch 
+ SS-NMT 
+ MIXER 
+ OR-NMT 

37.93 
38.82 
38.70 

40.40‡†٨ 

40.53 
41.68 
40.81 

42.63‡†٨ 

36.65 
37.28 
37.59 

38.87‡†٨ 

35.80 
37.98 
38.38 
38.44‡

 

37.73 
38.94 
38.87 
40.09 

25.82 
26.50 
26.76 
27.41‡

 

Transformer 
+ OR-NMT 

46.89 
48.31∗

 

47.88 
49.40∗

 

47.40 
48.72∗

 

46.66 
48.45∗

 

47.21 
48.72 

27.34 
28.65‡

 

Table 1: Case-insensitive BLEU scores (%) on Zh    En translation task. “ ”, “ ”, “*” and “ ” indicate statistically significant difference 
(p<0.01) from RNNsearch, SS-NMT, MIXER and Transformer, respectively. 

OR-NMT: Our proposed model. For the sentence-level ora- 
cle selection, we set the beam size to be 3, set τ =0.5 in Eq. (4) 
and µ=12 for the decay function in Eq. (7). OR-NMT is the 
abbreviation of NMT with Overcorrection Recovery. 

3.3 Results on Zh→En and En→De Translation 

We verify our method on two baseline models with the NIST 

Zh→En and WMT2014 En→De datasets. 

Results on NIST Zh→En Translation Task 
As shown in Table 1, Compared with the three existing mod- 
els, our RNNsearch baseline 1) outperforms previous shallow 
RNN-based NMT system equipped with the coverage model; 
and 2) achieves competitive performance with the MRT and 
the Distortion on the same datasets. We hope that our shallow 
RNNsearch baseline makes the evaluation convincing. 

From the Table 1, we can see that both the scheduled sam- 
pling and MIXER have brought a certain improvement to 
the baseline system by mitigating the exposure bias problem. 
Compared with them, OR-NMT further brings a significant 
improvement by about +1.2 BLEU points averagely on four 
test sets. It is worth noting that OR-NMT averagely outper- 
forms the RNNsearch and Transformer4 baseline systems by 
2.4 and 1.5 BLEU points, respectively. 

Results on WMT2014 En De Translation Task. We 
also evaluate our approach on the WMT2014 En De trans- 
lation task. Similar to the results on the Zh En translation 
task, we can see from Table 1 that the proposed method can 
outperforms the related approaches on RNNsearch baseline, 
and when our method is applied to the RNNsearch and Trans- 
former baseline systems, translation performance can be im- 
proved by +1.6 and +1.3 BLEU points, respectively. The re- 
sults prove that our method works well across different lan- 
guage pairs. 

 

4To avoid breaking the parallelism of the training, word-level 
oracle is obtained through greedy search, which is the same as the 
case where beam size is set to 1 when the sentence-level oracle is 
sampled. 

Table 2: Factor analysis on Zh→En translation, the results are aver- 
age BLEU scores on MT03∼06 datasets. 

3.4 Factor Analysis 
We propose three strategies to mitigate the overcorrection 
problem, including word-level oracle, sentence-level oracle, 
and Gumbel noise. To explore the influence of these factors, 
we conduct ablation experiment and list the results in Table 2. 

When employing only the word-level oracle, the transla- 
tion performance was improved by +1.21 BLEU points, this 
indicates that feeding predicted words as context can miti- 
gate exposure bias. Sentence-level oracle can further achieve 
+0.62 BLEU points improvement. It shows that the sentence- 
level oracle performs better than the word-level oracle in 
terms of BLEU. We conjecture that the superiority may come 
from a greater flexibility for word generation which can mit- 
igate the problem of overcorrection. By incorporating the 
Gumbel noise during the generation of the word-level and 
sentence-level oracle words, the BLEU score are further im- 
proved by 0.56 and 0.53 respectively. This indicates Gumbel 
noise is helpful for sampling oracle words, which is consis- 
tent with our claim that Gumbel-Max provides a efficient and 
robust way to sample from a categorical distribution. 

4 Conclusion 
We proposed a method to bridge the gap between training 
and inference for NMT. Experimental results show that our 
method can produce significant improvement and increase the 
ability of the model to recover from overcorrection. 
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Systems Average 
RNNsearch 37.73 

+ word-level oracle 38.94 
+ noise 39.50 

+ sentence-level oracle 39.56 

+ noise 40.09 
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