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Abstract—This paper presents a new smart grid infrastructure
for active distribution systems that will allow continuous and ac-
curate monitoring of distribution system operations and customer
utilization of electric power. The infrastructure allows a complete
array of applications. The paper discusses four specific applica-
tions: a) protection against downed conductors; b) load leveliza-
tion; c) loss minimization; and d) reliability enhancement.

Index Terms—Data accuracy, data communication, GPS syn-
chronization, optimization methods, PMU, power system state
estimation.

I. NOMENCLATURE

GPS Global positioning system.

UGPSSM Universal GPS Synchronized Meter.

PMU Phasor measurement unit.

SE State estimation.

II. INTRODUCTION

W ITHIN the near future, the distribution system will be
transformed from a passive to an active grid with the

integration of customer and utility resources. The residential
load profile will change from its current condition (resistive and
inductive) towards an inverter-based load profile, since houses
may have renewable sources, PHEVs, and storage devices that
interface to the system via power electronics based inverters.
Furthermore, utilities are expected to invest in the moderniza-
tion of the distribution grid by installing distributed genera-
tion resources, storage systems, dynamic VAR support systems,
reclosers, switches, etc. All these resources have to be opti-
mally and autonomously coordinated, in order to achieve op-
timal system level operation which will be secure, and environ-
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mentally friendly. Financial benefits for the utilities stem from
minimized losses, peak load reduction, and reliability improve-
ment. Our goal is to create an infrastructure that will be able
to accommodate all these changes without affecting customer
convenience, in an economically attractive manner and within
manpower capabilities. The last requirement leads to new levels
of automation.

The proposed infrastructure is a combination of distributed
hardware and software tools that will modernize the distribution
grid from the house to the power plant. The ultimate goal of the
proposed infrastructure is a system level demand, delivery, and
reliability optimization. Demand optimization can be achieved
through load levelization and peak load reduction, while de-
livery optimization can be achieved through loss minimization.
The proposed infrastructure will also lead to dramatic reliability
enhancements of the distribution system.

III. PROPOSED INFRASTRUCTURE

We propose an innovative infrastructure that will enable real-
time management of all the available components of the grid,
either utility or customer owned, with the ultimate goal being
to operate the system optimally and in a secure way. The pro-
posed infrastructure is a combination of software and hardware
tools. Its major components are a) a real-time monitoring system
and b) optimization algorithms that will modernize the existing
grid and add further functionality to the distribution manage-
ment systems (DMS). Specifically it consists of a high fidelity
real-time monitoring system that is based on advanced metering
infrastructure (AMI) and a three-phase state estimation algo-
rithm which filters the measurements to give the real-time model
of the system. The results of the state estimator are used as an
input to an optimization algorithm responsible for generating
real-time control signals through which all the available devices
(capacitor banks, distributed resources, etc.) will be coordinated
to achieve system level optimal operating conditions. In the fol-
lowing paragraphs we will elaborate on the major components
of the proposed infrastructure.

As far as the AMI is concerned, it is expected that house me-
ters will be massively deployed, enabling active control, and
monitoring of residential loads. However, data obtained from
house meters are not sufficient to achieve full observability of
the whole distribution feeder. In order to be able to optimally
control and coordinate all available devices (such as capacitor
banks, voltage regulators, and utility-owned distributed gener-
ation resources or storage devices) we need to achieve full ob-
servability of the feeder, potentially at every node of the system.
Towards this goal we suggest the deployment of a novel smart
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Fig. 1. Conceptual view of self-powered GPS-synchronized, communications-
enabled smart meter.

metering device which we will refer to as the “Universal GPS
Synchronized Meter.” We propose this to be deployed on the
poles of distribution lines and along the distribution feeders. The
major characteristics of the UGPSSM are the following:

• low cost;
• power autonomous;
• synchronized voltage and current phasor measuring capa-

bility;
• two-way communications capability.
The major components of the proposed device are illustrated

in Fig. 1. It consists of an energy harvester, a voltage and a
current sensor, a GPS sensor, a microprocessor, and a wireless
communication component. We propose this to be deployed on
the poles of distribution lines and along the distribution feeders.
Specifically, the device makes use of the magnetic field around
the power line to be self-powered. A voltage sensor and a cur-
rent sensor that can measure the magnitude and phase angle of
the corresponding waveform are also used. In addition, it com-
bines a GPS receiver, a microprocessor, and a RF communica-
tion component to enable two-way communication of the mea-
sured data with GPS time stamps.

This component is an advanced meter that performs the role
of merging unit (MU). It senses voltage and current analog data
with high sampling rate and converts the measured data from
analog to digital. The digital data are sent to the process bus di-
rectly or via a concentrator with high data rates (Gbps). Wireless
communication is used between UGPSSM and process bus.

The second major component of the real-time monitoring in-
frastructure is the state estimator. Specifically, real-time mea-
surements obtained from the AMI infrastructure (house meters
and UGPSSMs) will be used as an input to the state estima-
tion algorithm that will fit the data into a highly accurate system
model, providing a real-time monitoring of the system. Because
of the presence of GPS synchronization, the state estimation
process can be performed for subsections of the system and the
results are used to synthesize the overall state of the system (dis-
tributed state estimation). The results of the state estimator are
used as an input to advanced optimization algorithms—these
applications are discussed later.

In summary, Fig. 2 illustrates the major components of the
proposed infrastructure and the way this is implemented. Mea-
surements obtained from AMI (UGPSSMs and house meters)
are sent to a data concentrator (IED) where the distributed state
estimator processes them and sends the local state estimate to
a central location (Distribution Management System—DMS)
where the system model and state is synthesized (real-time
model). The real-time model is used as an input to optimiza-

tion algorithms. The output of the optimization algorithms
are real-time control signals that are sent to each controllable
device.

IV. COMMUNICATIONS

The proposed system is dependent upon a distributed reliable
and high-speed communication system. The deployment of a
novel metering device, the UGPSSM, as illustrated in Fig. 1,
provides this system. UGPSSM collects measurements from the
circuits of the distribution system at high sampling rate and
sends the digital data directly to a concentrator by wireless com-
munication using IEC 61850 standard [1]. The wireless com-
munication distance between concentrator and UGPSSM is rel-
atively short because concentrators can be deployed at strate-
gically placed locations along the distribution system as illus-
trated in Fig. 3. For this reason time latencies introduced by the
communication system will be very short and they will not de-
teriorate the performance of the system. Also, unlike traditional
analog transmission via wires, digital transmission is immune to
data distortion. The data transmission which has high frequency
(GHz) point to point communications is cost effective. Further-
more the UGPSSM performs GPS-synchronized measurements
that provide accurate timing to 1 s accuracy.

In the proposed infrastructure, a concentrator (IED) moni-
tors, protects, and controls a specific distribution area where
several UGPSSMs capture the data as described in Fig. 3. The
UGPSSM transmit to the concentrator real-time data along
with the device models and connectivity data. The concentrator,
then, performs the state estimation process autonomously and
the computed state is transmitted to the Modern Distribution
Management System (MDMS) where the entire distribution
system state is synthesized. As a result the MDMS is equipped
with the real-time model of the entire distribution system. Var-
ious optimization models can be exercised that may determine
control actions that will be transmitted to the field devices. The
state estimation is performed autonomously. The process is
described next.

V. AUTONOMOUS STATE ESTIMATION

State estimation is one of key features for implementing
the proposed Advanced Distribution Management System
(ADMS); it extracts a highly accurate real-time operating con-
dition of system from the measurement data. The operation and
control of the smart grid may result in frequent reconfigurations
of the network topology. Thus, the autonomous process should
automatically detect system changes and reconfigure the state
estimation problem. This level of automation is possible with
the proposed scheme and we refer to it as autonomous state
estimation [2]. A brief description follows.

A. Three Data Sets

The implementation of autonomous state estimation is based
on three key data sets for each component in the smart grid: 1)
connectivity data; 2) device model; and 3) measurements. The
three data sets are described next.

1) Connectivity: Device components of the smart grid are
linked through connecting points, i.e., nodes and buses. The
connectivity data refer to these connections, and are required
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Fig. 2. Proposed infrastructure.

Fig. 3. Proposed communication network system.

to identify the grid topology. The connectivity data are used for
the network configuration.

2) Device Model: The purpose of state estimation is to obtain
best estimated data that fits to the system model. Hence, the
model of each device is needed to autonomously generate the
measurement model, along with measurement data.

Meanwhile, single-phase laterals and loads in distribution
systems can yield system imbalance and asymmetry. Therefore,
detailed models of devices are needed to provide high fidelity
modeling of the distribution network. The proposed approach is
based on physical, breaker-oriented models that include neutral

and grounds. For example, Fig. 4 describes the parameter
setting of a distribution feeder which determines its device
model. Note that other well-known parameters can be derived
from the physical parameters, such as positive, negative, and
zero sequence parameters. It is important to note that sequence
parameters are not used in this approach since they represent a
certain approximation of the component model.

The device model is expressed in standard form as follows:

...

...

(1)

where is the current vector, is the admittance matrix, is
the voltage state vector, is the internal state vector, is the
time measured, is the past history, is the time interval
between measurements, is the nonlinear quadratic vector,
and is the quadratic constants.

3) Measurements: Measurements consist of voltages, cur-
rents, and other physical quantities. The measurement model,

expresses the specific measurement as a function of the
system states, x, in the following generic form:

(2)
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Fig. 4. Distribution line physical model.

where is the measured value, is the constant term, are
the linear coefficients, are the nonlinear coefficients, and

is the measurement error term. The measurement model is
obtained from the generic model equations. As an example the
model for a current measurement is simply one of the equations
appearing in the set of equations for a device.

Measurements can be also virtual, for example a quantity with
a known value. Virtual measurements include Kirchhoff’s cur-
rent law, and other physical laws. In addition, pseudomeasure-
ments can be added to the measurement set. The latter are quan-
tities that their approximate value may be known. Pseudo mea-
surements may include neutral/shield wire current, neutral-to-
ground voltage, and so on [3]–[5].

B. State Estimation Algorithm

The state estimation is based on the weighted least squares
approach. The objective function can be described as

Minimize (3)

where is the diagonal matrix whose nonzero entries are the
inverse of the variance of the measurement errors. The solution
is obtained from:

(4)

where is the best estimate of states, and is the Jacobian
matrix of the measurement model, .

C. State Estimation Validation

The chi-square test quantifies the model’s goodness of fit
to the measurement data by defining the probability that the
distribution of the measurement errors are within the expected
bounds. Consequently, the confidence level refers to the proba-
bility

(5)

where is the degree of freedom, is the chi-square critical
value, and both can be obtained by

(6)

where is the number of measurements, is the number of
states, and is the best estimate of states.

If the confidence level is allowable, the accuracy of solution
is computed using the covariance (or information) matrix

(7)

where represents the true but unknown state values, and is
the estimated value.

The standard deviation of each state is calculated as

(8)

where is the th diagonal entry of the .
The estimates of measurements are given by

(9)

The covariance matrix of the estimated measurements is ex-
pressed as

Cov (10)

If the chi-square test produces a very low probability, it indi-
cates the existence of bad data. The bad data are identified by
hypothesis testing and rejected from the measurement set. Be-
cause the state estimation is applied only to a small section of
the system using redundant data, the process is quite efficient.

D. Autonomous Operation Procedure

Fig. 5 describes the flow chart of the autonomous state estima-
tion in the smart grid. It begins with the collection of three sets
of data: connectivity, device model, and measurements. Next,
states are automatically identified, measurement models, ,
are constructed, and the state estimation is executed. Bad data
detection, identification, and rejection follows. The estimated
state is utilized in the smart grid applications. The process is per-
formed continuously at user selected time steps (for example, 10
times per second) and the state estimates are packed into a set
of streaming data. Controls are exercised only whenever appli-
cation dictates it.

E. Scalability

The proposed autonomous state estimator is scalable to any
size system. Note that the state estimation is implemented at the
concentrator with measurements and device models of a specific
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Fig. 5. Autonomous state estimation procedure.

Fig. 6. A downed energized phase conductor.

small part of the feeder. The estimated states are collected in the
ADMS where the whole system state is synthesized and used to
monitor the real-time operating conditions of the entire distribu-
tion system. As a result, the localized state estimation prevents
the communication overload as well as computation deteriora-
tion. The distributed approach, ultimately, can achieve the goal
to expand the proposed infrastructure regardless of the system
size and without performance drop.

VI. SMART GRID TECHNOLOGIES

A. Downed Conductor Protection

The proposed infrastructure is the enabler to solve a distri-
bution protection problem for which we presently do not have
acceptable solutions and result in numerous fatalities each year.
The problem is that of an open conductor. Occasionally, a phase
conductor breaks and falls on the ground without making con-
tact with the neutral conductor, as it is illustrated in Fig. 6. In
general the contact impedance of a downed phase conductor
with the ground (soil) is relatively high resulting in fault cur-
rents that may be below load currents. In this case a downed
conductor remains on the ground energized until someone in-
terrupts the circuit or an accident may happen.

Efforts to identify these conditions and interrupt the circuit
resulted in systems that are either prohibitively expensive or not
100% reliable. In the early 90s the authors developed a spe-
cial relay that will detect a downed conductor [6]. The relay
was relying on communications via the neutral and therefore
its proper operation required that the neutral is intact, a reason-
able assumption. In evaluating the technology [6] the authors
recognized that the deployment of this technology as a dedi-
cated system with the only function of detecting downed con-
ductors is prohibitively expensive and suggested that distribu-
tion automation may provide a better approach. Smart grid ac-
tivities have superseded distribution automation. In particular
the proposed smart grid infrastructure can provide an excellent
full proof (100%) solution to this unsolved protection problem.
This is accomplished as follows. The proposed infrastructure
provides frequent updates of the state of the system. Therefore,
the electric current flow and voltage is computed at each node of
the system. When a downed conductor occurs the voltage on the
source side of the conductor will be still high while the electric
current will be relatively small. On the other side of the downed
conductor the electric current will be practically zero and the
voltage abnormal (in general small). Note that the state estima-
tion will identify this condition and it will explain the measure-
ments as a discontinuity on the phase conductor. It will also
identify the phase (or phases in case there is the unusual case
of multi-down-conductors). The proposed state estimation will
also provide the confidence level by which this condition is iden-
tified. Once the condition is identified the proper control will be
generated to trip the nearest upstream protective device.

B. Load Levelization

The proposed infrastructure is the enabler to effectively
achieve levelization of the distribution system electric load
without incurring inconveniences to the customers. Load lev-
elization is crucial because of the high ratio of peak load to
base load that results in higher design costs (need for more
capacity) and higher operating costs (fuel). Load levelization
also minimizes losses since energy losses of the transmission
lines are greater during peak as well. By properly stating the
optimization problem the combined load minimization and loss
minimization can be achieved.

In order to achieve load levelization (and therefore peak
load reduction), we propose a coordinated control scheme
with the participation of several technologies including energy
storage systems [7], [8], PHEVs, large energy consumption
appliances etc. Their operation has to be optimally scheduled
throughout the day in order to reduce the peak load but on the
same time avoid customer dissatisfaction. The high fidelity
monitoring system we propose can provide continuous and
accurate information of the distribution system status and
operating conditions. Based on this information the levelization
of the distribution system load can be treated as an optimization
problem that will exercise the direct load and resource control.
Since the load of the distribution system has some statistical
characteristics and will change over the time, we divide the time
period (one day) into n small time intervals as
and we assume that the load will not change during each time
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Fig. 7. Distribution system with PHEVs and storage system.

interval. Based on these, the optimization problem can be
formulated as follows:

...

...

Functional Constraints

Control constraints (11)

Our goal is to minimize the peak load, so the objective is to
minimize the maximum value of the loads of the distribution
system over all the time intervals. The constraint equations

(12)

represent the power flow equations of the distribution system
for each time interval and the vectors and
represent the state variables, control variables, and the statis-
tical load variables of the distribution system respectively. Ad-
ditional constraints have to be added that include operating con-
straints for the distribution system but also for the controllable
devices such as the energy in the storage system, the status of
smart appliances, etc.

Note that the solution of the above optimization problem pro-
vides the required controls to levelize the load for each available
load and resource in the system. This approach is different and
more advantageous compared to common approaches where
price signals are sent to customers and is expected that the cus-
tomers will respond to these price signals. The price signals are

known to generate unwanted responses such as shifting of peaks
instead of levelizing the electric load.

A three-phase 13.8 kV, 2 feeder distribution system is de-
veloped to demonstrate this application. It is assumed that the
distribution system has 30% penetration of PHEVs into cur-
rent vehicle fleets and 10% penetration of renewable generation.
Storage devices are also modeled to store the energy generated
by the renewable. The optimization algorithm generates control
signals every 15 min to implement the direct load control of the
charging time of the PHEVs and the time for the storage system
to provide energy to this system. Fig. 8 shows the simulated load
profile of the distribution system without and with optimization
control for 24 h. From the results, it is obvious that the optimiza-
tion algorithm delays the charging time of the PHEVs from peak
hours to midnight and makes usage of the storage system during
the peak hours to achieve a peak load reduction by 30% while
sustaining the total energy consumption the same.

C. Loss Minimization

In order to operate the distribution system with minimized
losses while maintaining its safe operation, a real-time and co-
ordinated Volt/Var control scheme has to be exercised continu-
ously with the participation of distributed generation resources
that will be coordinated with the existing infrastructure such
as capacitor banks, distributed resources such as rooftop PVs,
wind, etc. This is feasible based on existing technology since
DGs are connected to the grid via inverters which have 4 quad-
rant operation capabilities, thus having the capability to absorb
or inject reactive power and participate in a coordinated Volt/Var
control scheme, resulting in losses minimization.

The proposed infrastructure is the enabler to effectively min-
imize distribution system losses in a manner transparent to the
end user. The described autonomous three-phase state estima-
tion algorithm is performed multiple times per second based on
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Fig. 8. Load profile of distribution system with/without optimization control.

GPS synchronized measurement data obtained from the UG-
PSSMs and nonsynchronized meters available from house me-
ters and SCADA systems. This enables a highly accurate real-
time monitoring of the feeders. The importance of the three-
phase formulation, as explained before, is more unequivocal in
this application, since a significant amount of the losses result
from system imbalances and asymmetries that cannot be cap-
tured using conventional state estimation approaches based on
single-phase, positive sequence equivalents.

Volt/Var control can be exercised via an optimization algo-
rithm that will have as an input the results of the state estima-
tion (system states), with the objective being the minimization
of losses. The problem can be formulated as an optimal power
flow problem. Its generic formulation is as follows:

Total Losses

Power Flow Equations

Functional Constraints

Control constraints (13)

where are the state variables, and the control variables.
Total losses can be expressed in terms of the system states,

i.e., the node voltages as follows:

(14)

where i, j: the bus indices where each circuit is connected.
The power flow equations can be expressed based on the

quadratic power flow formulation as described in [15]. Func-
tional constraints include limitations such as voltage magnitude
or phase angle limits of buses. Finally control constraints refer
to distributed resources operating constraints (PVs, PHEVs,
storage devices) such as power factor variation limits, active
power capability or energy storage limits.

The proposed Volt/Var control scheme was implemented on
a base case test system which models a realistic distribution
system, including overhead distribution lines, underground ca-
bles, single-phase and three-phase transformers, residential, and
industrial load. Specifically the base case test system is a 13.8
kV distribution system which consists of a 7.5 MVA distribution

substation feeding two main distribution feeders. In each feeder,
two laterals are also included. The base case test system is il-
lustrated in Fig. 9. A 15% DG integration was assumed (1.125
MW). The losses before and after the proposed scheme have
been computed. Specifically, for the system of Fig. 9, the total
loss in a distribution system is 200.309 kW when no loss min-
imization is exercised and it is 140.19 kW when the proposed
loss minimization is applied. Note that a 30% loss reduction has
been achieved.

D. Reliability Enhancement

Another application of the proposed infrastructure is to im-
prove the reliability of the distribution system. Since the pro-
posed scheme provides the real-time of the distribution feeder,
it can identify the fault location with high fidelity and it is rel-
atively easy to optimize the reliability of the system in real
time, i.e., to respond extremely fast. Specifically, based on the
given condition such as the location of the fault, the status of
the switches and breakers in the system, one can determine the
optimal configuration of the system in order to isolate the fault
to the smallest area and to restore power to as many customers
as possible. At the same time, crews can be dispatched to the
specific faulted circuit for quick repair and restoration. We will
refer to this problem as reliability enhancement. The formula-
tion of the problem is described below. Specifically the optimal
reconfiguration problem following a fault is given by

(15)

where

F power flow function in the affected area;

load at bus ;

voltage magnitude at bus ;
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Fig. 9. Losses minimization test system.

active power generation at bus ;

is the reactive power generation at bus ;

current flowing between bus and bus ;

set of buses in the affected area.

As it is shown above, the objective of this optimization
problem is to maximize the total loads that can be connected to
the grid in the affected area, improving reliability of the grid as
much as possible. The constraints of the problem are the power
flow equations and the operating constraints: a) bus voltage
regulation; b) limitations of the active and reactive power output
of available generators (including DGs) in the affected area;
and c) circuit loading constraints. The solution can provide us
the detailed information of loads that the grid is able to continue
to supply in the event of a fault at a specific location and what
will be the optimal sequence of reconfiguration of the feeder.

A three-phase 13.8 kV, 3 feeder distribution system is devel-
oped to demonstrate this application. The system is similar to the
one shown in Fig. 9. It is assumed that all types of switches in
the system are integrated in the proposed smart grid infrastruc-
ture and can be automatically operated. For this system results
show that the proposed infrastructure can easily achieve 15 to
20% improvements in the basic distribution system reliability
indices.

VII. TESTING, VERIFICATION, AND CYBERSECURITY

New smart grid technologies must be tested and verified to en-
sure performance. The new technologies are heavily dependent
upon GPS synchronized measurements, data validation, com-
munications, and user interfaces. For these systems, cyberse-
curity has become critically important as the networks become
more integrated. A testing program is necessary to ensure that

performance meets expectations and cyber vulnerabilities are
minimized.

The use of a highly accurate GPS synchronized measure-
ments brings huge computational benefits to the state estima-
tion. A set of tests is required to evaluate the interoperability
of the global positioning system with PMU applications, and to
test the performance of PMUs with respect to synchronization
accuracy and reliability. When a typical GPS-based clock looses
satellite tracking it switches into “HOLDOVER” mode. In this
mode, GPS accuracy may be lost with catastrophic results to
the state estimation performance. A software product was de-
veloped that tracks the performance of PMUs in terms of navi-
gation mode and holdover performance. The software product is
installed to monitor a specific PMU under field conditions and
to record the historical performance of the PMU. The product
guarantees GPS accuracy in HOLDOVER mode for at least 8
min. Since clock synchronization is typically lost for seconds,
this approach results in no disruptions to the reliability of the
state estimation process.

In most cases, PMUs, relays with PMU capability, FDRs, etc.,
from different vendors are deployed in the same substation. This
approach provides redundancy that is extremely beneficial to the
performance of the state estimation. The multivendor environ-
ment creates the requirement that devices from different vendors
should be able to exchange information, do expected work in the
network, or sometimes over a network. IEEE Standard 37.118
and IEC 61850 provide the necessary standardization for inter-
operability among PMUs and other IEDs. For example, both
TCP and UDP can be used for the data transmission. The de-
gree to which IEDs comply with these standards must be tested.
Interoperability tests have been performed at the Georgia Tech
for several devices. These tests showed that several tested de-
vices had problems with supporting the standards. Test results



SAKIS MELIOPOULOS et al.: SMART GRID TECHNOLOGIES FOR AUTONOMOUS OPERATION AND CONTROL 9

were provided to the manufacturers who in turn made the ap-
propriate modifications. The experience indicates that there is
still a lot of work to reach a point where all devices meet the
standards and the integration of these technologies can be seam-
lessly achieved.

With integrated communication networks, the possible threat
of cyberattack has become a major issue. Securing the smart
grid is very difficult and complicated. There is no a simple and
secure method of solving such a complex issue, but there are var-
ious elements that can be put together to build a secure system.
Cybersecurity must address many issues that might be resulted
from deliberate attacks or inadvertent user errors.

VIII. CONCLUSION

This paper described a comprehensive approach for a smart
grid implementation on a distribution system. The basic objec-
tive is that the infrastructure should enable all the desirable func-
tions of optimizing the operation of the distribution feeder for
maximum benefit to utilities and customers alike. These goals
are achievable only via a system that will enable accurate and
frequent monitoring of the distribution system. The monitoring
function extends to the customer and includes monitoring and
control of customer resources. A requirement placed on the pro-
posed infrastructure is that the customer should not be inconve-
nienced. The proposed scheme achieves the goals of the smart
grid with minimal or no inconvenience to the customer. Imple-
mentation of the proposed scheme will require the development
of low cost meters that will have the capabilities described in
the UGPSSM. Currently technology exists to massively manu-
facture these meters at very low cost.
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